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CLIMATE EFFECTS OF OZONE AND HALOCARBON CHANGES 
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SCIENTIFIC SUMMARY 

Increased penetration of UV radiation to the troposphere as a result of stratospheric ozone depletion 
leads to changes in key photochemical processes in the troposphere. Model simulations have been used to 
estimate that a 1 %  decrease in global total ozone leads to a global increase of about 1 . 5% in the photolytic 
production of the first excited state of atomic oxygen, oCD), from ozone. This results in a 0 .7 to 1 %  increase in 
globally averaged tropospheric hydroxyl radical (OH). Since OH is the main oxidant for climatically important 
gases, such as methane (CH4), hydrochlorofluorocarbons (HCF Cs ), and hydro fluorocarbons (HF Cs ), this change 
would be expected to decrease their lifetimes .  Stratospheric ozone depletion may have contributed 20 to 40% of 
the reduction in CH4 growth rate, and 25 to 40% of the carbon monoxide (CO) surface concentration decrease 
during the two years following the Mt. Pinatubo volcanic eruption in 1 99 1 .  The effect on those species whose 
lifetimes depend on OH has not yet been quantified. 

The first systematic calculations of the effects of ozone changes on climate using a general circulation 
model ( GCM) have been reported. Previous assessments highlighted the climatic importance of ozone changes 
near the tropopause. When taking into account the impact of ozone changes on cloudiness, this GCM study 
suggests that changes in lower tropospheric ozone are of similar importance to changes near the tropopause. 
This study suggests that, because of the cloud interactions, the ozone change since the late 1 970s may have 
resulted in a surface temperature change 20-30% smaller than that implied by radiative forcing. Given the 
known difficulties in modeling cloud processes in GCMs, the generality of conclusions drawn from a single 
model must be treated with caution. 

• The global-average radiative forcing due to changes in stratospheric ozone since the late 1970s is esti­
mated to be -0.2 ± 0.15  Wm-2 • The central value of this forcing estimate is about double the Intergovernmental 
Panel on Climate Change (IPCC, 1 996) estimate, partly because the calculations now include the increased 
ozone losses during the 1 990s.  There remain uncertainties due to difficulties in defining the vertical profile of 
ozone change and in calculating the stratospheric temperature response to this change. The stratospheric ozone 
forcing may have offset about 3 0% of the forcing due to the increases in the well-mixed greenhouse gases since 
the late 1 970s. 

Recovery of stratospheric ozone would reduce the offset to the radiative forcing of the other greenhouse 
gases. The ozone recovery will therefore lead to a more rapid increase in radiative forcing than would have 
occurred due to increases in other greenhouse gases alone . 

The global-average radiative forcing due to increases in tropospheric ozone since preindustrial times is 
estimated to be +0.35 ± 0.15  Wm-2 • This estimate is consistent with the IPCC ( 1 996) estimate of 0.4±02 Wm-

2
, 

but is based on a much wider range of model studies; significant uncertainties remain because of inter-model 
differences and the lack of data for evaluating the model results . Since the forcing due to the increases in "well­
mixed" greenhouse gases since preindustrial times is about 2 .5  Wm-

2
, the tropospheric ozone changes may have 

enhanced this forcing by 1 0-20%. 

• Coupled ocean-atmosphere GCMs have been used to calculate the impact of stratospheric ozone loss on 
the thermal structure of the atmosphere. The observed stratospheric ozone depletion appears to explain 
much of the observed temperature decrease in the lower stratosphere. The calculated altitude of the transition 
from tropospheric warming to stratospheric cooling is in better agreem ent with observations when ozone deple­
tion is taken into account. The global average surface temperature is estimated to be about 0 . 1 'C cooler over the 
past two decades as a result of the stratospheric ozone loss; this can be compared with the calculated warming of 
about 0 . 3 'C over the same period, due to well-mixed greenhouse gas increases.  

1 0. 1  
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• The CFC-11 radiative forcing has been revised. The currently recommended chlorofluorocarbon- 1 1  (CF C-
1 1 ) radiative forcing is 1 2% higher than the value used in IPCC ( 1 990) and subsequent assessments. The change 
is primarily due to the use of an improved vertical profile of CF C- 1 1 .  Because this gas was used as a reference 
in previous assessments to calculate the forcing for many other molecules, its change leads to revised radiative 
forcings recommendations for these gases. 

• Radiative forcings and Global Warming Potentials (GWPs)  are presented for an expanded set of gases. 
New categories of gases in the radiative forcing set include fluorinated organic molecules. F or some of these 
gases, GWPs are not reliable, because laboratory data are not available for determination of the lifetimes .  The 
direct GWPs have been calculated relative to carbon dioxide (C02) using an improved calculation of the C02 
radiative forcing, the IPCC ( 1 996) response function for a C02 pulse, and new values for the radiative forcing 
and lifetimes for a number of halocarbons . As a consequence of changes in the radiative forcing for C02 and 
CF C- 1 1, the revised GWPs are typically 20% higher than listed in IPCC ( 1 996). Indirect GWPs are also pre­
sented. The direct GWPs, for those species whose lifetimes are well characterized, are estimated to be accurate 
within ±3 5%, but the indirect GWPs are less certain. 

1 0. 2  



1 0.1 INTRODUCTION 

This chapter reviews our understanding of the links 
between climate and changes in tropospheric and 
stratospheric ozone; it also reviews our understanding 
of the climatic effects of chlorofluorocarbons ( CF Cs) and 
related species . Section 1 0 .2 discusses the way that 
changes in stratospheric ozone can change photolysis 
rates in the troposphere and consequently the distribution 
of the hydroxyl radical (OH) and radiatively active 
species . Section 1 0 . 3  describes calculations of the 
climatic effect of ozone changes using both climate 
models and the concept of radiative forcing. Section 
1 0.4 discusses the radiative forcing due to CF Cs and 
related species, and includes updated calculations of their 
Global Warming Potentials (GWPs). F inally, Section 
10 . 5  discusses the relative importance of the climatic 
effects of ozone changes compared with other climate 
change mechanisms . 

1 0.2 EFFECTS OF OZONE CHANGE ON 

RADIATIVELY ACTIVE SPECIES 

1 0.2.1 Effects on Photolysis Rates 

The penetration of solar radiation into the tro­
posphere in the ultraviolet-B (UV-B) part of the solar 
spectrum (280-3 1 5  nm) is to a large extent determined 
by the thickness of the ozone column in the stratosphere. 
Therefore, as discussed in Chapter 9, the reduction in 
the total column ozone distribution observed over recent 
decades has resulted in increases in ultraviolet radiation 
reaching the troposphere . This could affect some 
fundamental photochemical processes in the troposphere, 
because enhanced UV-B radiation in the troposphere 
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increases the photodissociation of some key chemical 
species. At wavelengths greater than about 320 nm, the 
absorption by ozone becomes weak, and the intensity of 
the solar flux is almost entirely determined by at­
mospheric scattering. Thus, changes in total column 
ozone affect mainly chemical species that photolyze 
mostly in the UV-B region. 

Similar to the radiation amplification factor used 
in Chapters 9 and 1 1, a measure of the sensitivity of 
photolytic processes to total column ozone can be given 
by the sensitivity factor S, which is defined as the 
percentage change in a photodissociation rate J for a 
percentage change in total column ozone Q : 

bJ 
= -SL'lQ 

J Q 
( 1 0- 1 )  

I t  should be noted that the sensitivity factor S 

depends on total column ozone, as well as on the altitude 
of the ozone perturbation and on the solar zenith angle. 
Examples of sensitivity factors for several photolysis 
processes and for different conditions are given in Table 
1 0- 1  (Madronich and Granier, 1 994; Fuglestvedt et al. , 

1 994; Kr ol and van Weele, 1 997). The photodissociation 
of ozone is the most sensitive to changes in total column 
ozone, a 1 %  decrease in total column ozone resulting in 
a 1 .4 to 2 . 3% increase in the photodissociation rate in 
the troposphere, depending on location, time, and spatial 
and temporal averaging. 

Calculations mad e  before 1 997 of the sensitivity 
of ozone photolysis (03 + hv � oCD) + 02) to total 
column ozone assumed a quantum yield for the formation 
of the first excited state of atomic oxygen (OCD)) as 
recommended by DeMore et al. ( 1 994 ). However, recent 

Table 10-1. Sensitivity factors S for key photolytic processes in the troposphere, as defined in 

Equation (1 0-1 ). The values in the table correspond to near-surface conditions and (1) a total column 
ozone of 324 DU and a zenith angle of 46°, (2) a diurnal average for 20°N, May 15, and a total column ozone 
of 280 DU, and (3) global annual tropospheric mean value. J1(CH20) and J2(CH20) correspond to reactions 
(CH20 + hv � H + HCO) and (CH20 + hv � H2 + CO), respectively. 

Reference 

Kr ol and van Weele ( 1 997) ( 1 ) 
Madronich and Granier ( 1 994) (2) 
Fuglestvedt et al. ( 1 994) (3) 

2 .3  
1 . 83 
1 .4 

0 
0 .02 
0 .04 

1 0. 3  

0.4 
0 .36  
0 .35  

1 . 1  0 .5  0 .2 
1 .08 0 .45 0 . 1 5  
0 .89  0.47 0 . 1 6  
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Table 10-2. Sensitivity factor S, as defined in Equation {10-1), for J{03---70CD)) for quantum yields 

recommended by DeMore et al., 1994 ("JPL 1994") and DeMore eta!., 1997 ("JPL 1997"). The calcu­
lations indicated as Jonson- 1997, Madronich- 1997, and Granier- 1997 have been performed using updated 
versions of the models used by Fuglestvedt et at. ( 1994), Madronich and Granier ( 1994), and Granier et at. 
( 1996), respectively. Sensitivity factors correspond to tropospheric ( 1) global annual and (2) monthly mean 
values. 

Calculation s 
(JPL 1994) 

Jonson ( 1 )  ( 1 997) 1 .56 
Madronich (2) ( 1 997) summer 2.02 
Madronich (2) ( 1 997) winter 1 .72 
Granier ( 1 )  ( 1 997) 1 .62 

measurements have confirmed experiments performed 
in the late 1 9 80s  (Trolier and Wiesenfeld,  1 9 8 8 ;  
Takahashi et al. , 1 996; Shetter et al. , 1 996) that suggested 
that this quantum yield could be up to a factor of 5 larger 
than previously recommended by DeMore et al. ( 1 994) 
at wavelengths around 3 1 5  nm. Higher quantum yields 
make the photodissociation process in this part of the 
spectrum less sensitive to changes in the total column 
ozone. Hence, the sensitivity factors S associated with 
ozone photolysis  calculated with the more recent 
recommended value of the quantum yield (De More et 

al. , 1 997) are smaller by 7 to 1 6% than previously 
reported values, as listed in Table 1 0-2. 

1 0.2.2 Effects on Tropospheric Chemistry 

UV-B is one of the key environmental factors 
controlling tropospheric chemistry, because the dis­
tribution of the most efficient oxidizing compound, the 
OH radical, depends strongly on the available ultraviolet 
radiation in the troposphere. The abundance of the OH 
radical regulates the lifetimes of greenhouse gases such 
as methane (CH4), hydrochlorofluorocarbons (HCFCs), 
and hydrofluorocarbons (HFCs), and of other species 
such as carbon monoxide (CO) and hydrocarbons. In 
addition, OH plays an important role in tropospheric 
chemistry because it controls the production of tro­
pospheric ozone, as discussed in Chapter 8. 

The impact of stratospheric ozone change on the 
fate of tropospheric species has been discussed by Liu 
and Trainer ( 1 988) and Thompson et al. ( 1 990), and more 

1 0. 4  

s Difference 
(JPL 1997) 

1 .46 -7% 
1 .69 - 1 6% 
1 .53 - 1 1 %  
1 .3 9  - 1 4% 

recently by Fuglestvedt et al. ( 1 994), Bekki et al. ( 1 994), 
Toumi et al. ( 1 994 ), Fuglestvedt et al. ( 1 995), Madronich 
and Granier ( 1 994), Granier et al. ( 1 996), and Van Dop 
and Krol ( 1 996). 

The production of the OH radical in the troposphere 
occurs through the photodissociation of 03, yielding 
(0 1D) : 

03 + hv (A:<::; 325 nm) ---7 oCD) + 02 R1 

Most of the electronically excited oxygen atoms pro­
duced through this process are deactivated to produce 
ground-state oeP) atoms . However, a few percent of 
the 0( 1D) atoms react with water vapor to produce OH 
radicals : 

R2 

Reaction R1 , as seen in the previous section, is the most 
sensitive to changes in the overhead 03 column. Because 
this process is the main source ofOH radicals throughout 
the troposphere , OH is therefore expected to have 
increased as a result of the observed depletion in total 
column ozone over the last decades, if all other factors, 
such as emissions ofCH4, CO, or nitrogen oxides (NOx), 
as well as water vapor distributions, have remained 
unchanged. The magnitude of the change in OH distri­
bution as a response to changes in 0(1D) is also determined 
by other chemical processes that could affect OH. 

OH radicals react with several chemical species : 



CO + OH ---7 C02 + H 
CH4 + OH ---7 CH3 + H20 

03 + OH ---7 H02 + 02 

R3 
R4 
R5 

and with many other gases through analogous reactions. 
Rapid cycling is maintained between OH and the 

hydroperoxyl radical (H02) through: 

R6 

in remote unpolluted areas, and by 

R7 

when the concentration of nitrogen oxides is larger than 
about 1 5-20 parts per trillion by volume (pptv; see dis­
cussion in WMO ( 1 992)). 

Reactions (Rl + R2) represent, together with R5 
and R6, the major loss process of odd oxygen compounds 
in the troposphere, while R 7 corresponds to a production 
of ozone because N02 is a source of oxygen atoms 
through 

N02 + hv (/c :s;; 420 nm) ---7 NO + 0 R8 

followed by 

R9 

where M is a third body such as molecular nitrogen (N2) 
or oxygen (02). The strong coupling between hydrogen 
radicals OH and H02 is of great importance for the 
evaluation of perturbations of the OH distribution, since 
a maj or part of the loss of odd hydrogen (HOx) in the 
free troposphere proceeds via reactions involving both 
radicals. In regions of low nitrogen oxides, loss of odd 
hydrogen radicals results from reaction 

RIO 

or through the sequence 

H02 + H02 ---7 H202 + 02 Rl l 
H202 + OH ---7 H20 + H02 Rl2  

H202 i s  also removed through washout or  by  dry dep­
osition. 

When the concentrations of nitrogen oxides are 
sufficiently high, loss of odd hydrogen results from 

1 0. 5  
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reactions 

OH + N02 + M ---7 HN03 + M Rl3  

and 

R14 

The chemical processes described above are responsible 
for the strong dependence of concentrations of OH and 
other radicals on CH4, CO, and NOx levels. 

Different types of photochemical models and 
chemical transport models (CTMs) have been used to 
assess the impact of the observed total column ozone 
changes on tropospheric composition at the global scale 
(Bekki et a!. , 1 994; Fuglestvedt et a!. , 1 995 ;  Madronich 
and Granier, 1 994; Granier et al. , 1 996; and Van Dop 
and Krol ,  1 996). These models have been used to 
calculate the sensitivity, a, of the distribution of tropo­
spheric OH and other tropospheric chemical species 
to total column ozone changes, defined as (Fuglestvedt 
et al. , 1 994) 

( 10-2) 

where X represents the global tropospheric annual 
average level of J(03-70(D)), OH, 03, and CH4; and Q 
is the total column ozone. Q and X represent the reference 
level, while �Q and M represent the difference between 
the perturbed level and the reference level. The values 
of the sensitivities a obtained by the different two- and 
three-dimensional models, calculated for total column 
ozone changes observed during the 1 979- 1 994 period, 
are reported in Table 1 0-3. 

The fact that a(OH) is lower than a(J(03)) indi­
cates that mechanisms exist that damp the perturba­
tions. The response of chemical species distribution 
to total column ozone changes is not uniform in space 
and depends significantly on the distribution of nitro­
gen oxides. The model results show OH concentra­
tions increase for all NOx levels, and that OH has a 
higher sensitivity to total column ozone changes for 
lower NOx. 

Higher levels of OH lead also to enhancements of 
H02 concentrations, which lead to a further decrease in 
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Table 10-3. Sensitivity of the ozone photodissociation rates and of tropospheric chemical species 

to stratospheric ozone changes for the period 1979-1994, as defined in Equation (10-2). The values 

reported here correspond to the relative change in global tropospheric annual average levels in X (%) 
resulting from a 1% decrease in total column ozone; the assumed scenarios are discussed in the cited 
publications. The type of model used is indicated in parentheses. Note that the values of Granier et a!. 
( 1996) correspond to the 1990-1994 period. The calculations indicated as Granier-1997 correspond to the 
1979- 1994 period and have been obtained using an updated version of the model used by Granier et a/. 
(1996). 

Reference X=J(03) 

Bekki et al. ( 1 994) (2-D) N/A 
Fuglestvedt et al. ( 1 994) (2-D) 1.38 
Van Dop and Krol ( 1 996) ( 1 -D) NIA 
Granier et al. ( 1 996) (3 -D) 1 .57 
Granier- 1 997 (3-D JPL94) 1 .39  
Granier- 1 997 (3-D JPL97) 1 .27 

tropospheric ozone through reactions R5 and R6. In 
regions where low levels of nitrogen oxides are found, 
the loss of ozone through Rl and R2 will also contribute 
to the reduction of ozone concentrations. The 2-D and 
3-D models calculate a global decrease in tropospheric 
ozone as a result of decreasing stratospheric ozone. 
However, whereas the 3-D intermediate model of the 
annual and global evolution of species (IMAGES ;  
Granier e t  al. , 1 996) calculates a decrease in ozone at all 
latitudes and times of year, the 2-D model ofFuglestvedt 
et al. ( 1 994) calculates a global ozone decrease, except 
for spring at mid- and high latitudes of the Northern 
Hemisphere, where an ozone increase is calculated. In 
this model, ozone precursors accumulate during winter, 
and when the UV radiation increases in spring, the 
chemical activity increases strongly, thereby affecting 
the ozone chemistry, leading to ozone net production for 
a period. In the perturbed case, the chemical activity 
starts earlier in the spring than in the unperturbed case. 
The difference between these results obtained by a 2-D 
and a 3-D model could be due to different spatial 
resolution, different parameterization of the chemical 
scheme involving nonmethane hydrocarbons (NMHCs ), 
or lower nitrogen oxides concentrations calculated by 
the IMAGES model, making the role of reaction R 7 less 
important than in the Fuglestvedt et al. ( 1 994) study. 

Two sets of 3-D model calculations were per­
formed using the values of the J(03�0(D)) quantum 

X=OH X=03 trop X=CH4 
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0.86 N/A N/A 
0.99 -0.29 -0.79 
0.45*X(J(03)) N/A N/A 
0.82 -0.32 N/A 
0.70 -0.27 N/A 
0.74 -0.29 N/A 

yields from DeMore et al. ( 1 994) and DeMore et al. 

( 1 997) with an updated version of the IMAGES model 
(Granier et al. , 1 996); the calculated values for the a 
sensitivity factor are reported in Table 10-3. Though the 
sensitivity of J(03) is larger for the lower quantum yields 
reported in DeMore et al. ( 1 994), the sensitivity of OH 
and tropospheric 03 to total column ozone are slightly 
lower and higher, respectively, for quantum yields 
reported in DeMore et al. ( 1 997). This may be due to 
the fact that absolute J(03�0CD)) values and OH 
concentrations are higher in the latter case, resulting in a 
marginal global decrease in nitrogen oxides. It should 
be mentioned however that such results could be model­
dependent and need to be confirmed by other model 
evaluations. 

1 0.2.3 Changes in Greenhouse Gases and 

Ozone Precursor Budgets and 

Lifetimes Since 1 979 

The removal of most tropospheric trace gases, 
including CO and greenhouse gases like methane, 
HCFCs, and HFCs, is dominated by the reaction with 
OH. Therefore, any changes in tropospheric OH resulting 
from stratospheric ozone changes should be accompanied 
by changes in the growth rates of these trace gases. 
Furthermore, the atmospheric levels of CO and CH4 are 
closely linked to their interaction with OH, because 
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changes in the emissions of CO may affect the levels 
and lifetime of CH4, or vice versa, through induced 
changes in the global OH distribution. This section 
focuses on the impact of stratospheric ozone depletion 
on the evolution of tropospheric species; the impact of 
surface emissions changes is discussed in Chapter 8. 

As discussed in Chapter 2, surface measurements 
from global networks have revealed a decline in the 
growth rate of CH4 during the last decades, from 1 7-2 1 
parts per billion by volume (ppbv) per year in the early 
1 980s to 12 - 14  ppbv/yr at the end of the 1 980s. Meas­
urements performed over the last few years indicate a 
growth rate of about 6 ppbv/yr in 1 995- 1 996. Most 
of this reduction has been occurring in the Northern 
Hemisphere. The methane growth rate slowed down 
even more during the 1 99 1 - 1 993 period and showed a 
value between zero and 5 ppbv/yr at the end of 1 992 
(Dlugokencky et al. , 1 994 ). Concentrations of CO, after 
showing a positive trend until the late 1 980s ,  were 
characterized by a significant decrease from 1 990 to 
1 993.  A decrease of 7 ppbv/yr was observed in the 
Northern Hemisphere and 4 ppbv/yr in the Southern 
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Figure 1 0-1. Relative change in total 
column ozone and calculated associ­
ated change in J(03 -7 01 

D) rate (top; 
from Fuglestvedt et at., 1995), global 
tropospheric OH (middle; from Bekki 
et at., 1994), and J(03 -7 010) rate 
and global OH (bottom; from updated 
version of Granier et at., 1996 (C. 
Granier, NOAA Aeronomy Laboratory, 
U.S., personal communication, 1997)). 

Hemisphere (Novelli et al. , 1 994). 
The 2-D models of B ekki et al. ( 1 994) and 

Fuglestvedt et al. ( 1 995) have calculated the change in 
the global tropospheric OH and 03 distributions as well 
as the change in the CH4 and CO trends resulting from 
stratospheric ozone decrease since the early 1 980s. The 
3-D IMAGES model (Granier et al. , 1 996) has also been 
used to calculate changes in the global distributions 
ofOH and 03 over the 1 979- 1 994 period. In these simu­
lations, the total column ozone from Total Ozone Map­
ping Spectrometer (TOMS) measurements was used 
as an input for calculations of the photodissociation 
rates. Starting in June 1 979 until the end of 1 992, TOMS 
Nimbus-7 observations were used; an average ofNimbus-
7 and Meteor-3 observations was used for the first four 
months of 1 993 ; and Meteor-3 observations were used 
for the remainder of 1 993 and the first months of 1 994. 
Model studies performed before 1 995 used Version 6 of 
TOMS measurements; the more recent simulations used 
Version 7 of the data. 

Results from the different simulations are shown 
in Figure 1 0- 1 .  Bekki et al. ( 1 994) calculated an increase 
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in global tropospheric OH of0.3%/yr between 1 979 and 
1 990, followed by a maximum increase of 6% from mid-
1 99 1  to spring 1 993,  with their 2-D model; these are 
similar to the values obtained with an updated version 
of the 3-D model used by Granier et al. ( 1 996). This 
latter increase was smaller in the Southern Hemisphere 
(5%) than in the Northern Hemisphere (8%). Evaluations 
of trends in the global OH distribution using surface 
observations of methyl chloroform (CH3CC13) have been 
reported by Prinn et al. ( 1 995) and Krol et al. ( 1 998). 
As discussed in Chapter 8, two different statistical 
methods were used by the authors, who evaluated the 
OH trend to be close to zero (Prinn et al. , 1 995) and 
0.46 ± 0.6 %/yr (Krol et al. , 1 998) for the 1 979- 1 993 
period. The trend in OH computed by the models is 
consistent with the evaluation of.Krol et al. ( 1 998), but 
more studies are needed before definite quantita­
tive conclusions can be drawn about the magnitude 
and origin of an OH trend since 1 979. 

The response in CH4 due to the increase in OH 
follows rather well the long-term variation of global 
ozone. Bekki et al. ( 1 994) have calculated a CH4 growth 
rate decrease reaching 3 ppbv/yr in 1 9 8 5 ,  with a 
maximum decrease of 7 ppbv/yr in the Northern 
Hemisphere in late 1 992. This value, coincident with 
the record-low total column ozone value observed during 
this last period, represents about half of the observed 
decrease in the methane trend. Fuglestvedt et al. ( 1 995) 
calculated a reduction of the methane growth rate of 2-4 
ppbv/yr in the mid- 1 980s and a maximum reduction of 
7 ppbv/yr during 1 993 - 1 994; their calculations give 
somewhat higher reductions in the growth rate at high 
northern latitudes than elsewhere. From recent model 
simulations, Lelieveld et al. ( 1 998) attribute about 20% 
of the methane trend change over the 1 992- 1 993 period 
to stratospheric ozone depletion. The reaction rate con­
stant for the methane oxidation by OH (reaction R4) 
increases with temperature. Therefore, the chemical loss 
of methane is larger in the lower troposphere at lower 
latitudes than in the regions where the relative OH 
changes are largest, i.e., at higher latitudes in the spring 
months. The low correlation between the changes in 
OH and the rate ofCH4 oxidation explains this moderate 
response in methane calculated by the models. 

Trends in surface CO also appear to be affected by 
stratospheric ozone changes. For example, Bekki et al. 

( 1 994) calculated a decrease of 5-6 ppbv in surface CO 
from spring 199 1  to spring 1 993,  whereas Granier et al. 

1 0. 8  

( 1 996) calculated a decrease in C O  concentrations 
reaching 2-4 ppbv in late 1 992/early 1 993 ,  in good 
agreement with the values calculated by Fuglestvedt et 

al. ( 1 994). This significant change calculated after 1 99 1  
represents up to  about 25-40% of  the observed CO trend, 
which suggests that increases in UV radiation resulting 
from stratospheric ozone depletion seem likely to have 
contributed to the observed changes in CH4 and CO 
trends, though they cannot entirely explain these changes. 

Furthermore, as indicated by Fuglestvedt et al. 

( 1 994 ), due to the differences in lifetimes of CH4 (8 years) 
and of CO and 03 (2 to 3 months), large differences in 
the timing of the responses to changes in total column 
ozone are expected. Global levels of ozone and CO 
respond in the same years as changes in total column 
ozone, with a maximum delay of a few weeks, whereas, 
due to its longer lifetime, the maximum response ofCH4 
occurs with a delay of a few years. 

Observations at the South Pole indicate a 1 7% 
reduction in surface ozone from December to January 
over the 1 976- 1 990 period (Schnell et al. , 1 99 1 ). 
Several explanations were discussed by the authors , 
who suggest that enhanced net destruction of ozone 
resulting from the large stratospheric ozone losses in 
that region is the principal mechanism. Calculations 
performed by Fuglestvedt et al. ( 1 995) give reductions 
in Antarctic tropospheric ozone of the same magnitude 
between 1 979 and 1 993. As indicated in Chapter 8 ,  
due to  the high variability of  tropospheric ozone and the 
sparsity of trend data, especially in the Southern Hemi­
sphere, comparisons between the calculated impact of 
stratospheric ozone depletion on tropospheric ozone and 
observed trends cannot yet be done with confidence. 

The trends of several other source gases that are 
mainly destroyed through reaction with OH could also 
be affected. For example, Bekki et al. ( 1 994) calculated 
that the growth rate of CH3CC13 should have decreased 
by 1 pptv/yr from spring 1 99 1  to autumn 1 992 as a result 
of stratospheric ozone depletion. This feedback between 
stratospheric ozone and halocarbon lifetimes may need 
to be taken into account when assessing Ozone Depletion 
Potentials (ODPs) and Global Warming Potentials 
(GWPs) of species destroyed by OH in the troposphere. 

Another species that could be affected by the 
stratospheric ozone decrease is hydrogen peroxide 
(H202) , which acts as another important oxidant in 
the troposphere. Increased UV-B in the troposphere 
should result in a slight increase in its loss  from 



photodissociation (Table 1 0- 1  ); however, the increase 
in OH and H02 due to ozone depletion leads to a larger 
production of H202, which eventually results in an 
increase in H202 concentrations, especially in areas with 
low nitrogen oxides  concentrations ,  where the 
predominant removal mechanism of odd hydrogen 
radicals is the formation of peroxides. The model study 
of Fuglestvedt et al. ( 1 994) indicates that in most re­
gions, H202 concentration increases as a result of increas­
ed UV. Anklin and Bales ( 1 997), as well as Sigg and 
Neftel ( 1 9 9 1 ), reported an overall increase of 60% in 
H202 during the last 1 50 years from the analysis ofH202 
in Greenland firn/ice core records. Most of this increase 
occurred in the past 20 years, at a rate of 1 .6 to 4% per 
year since 1 970. A larger increase was reported by Anklin 
and Bales for the 1 988  to 1 993 period; Anklin and Bales 
( 1 997) proposed that this increase could be due in part 
to increasing UV-B radiation and to a combination of 
changes in tropospheric chemistry. 

In summary, the decrease in total column ozone 
observed over the last two decades resulted in an increase 
in the UV-B fluxes to the troposphere and is likely to 
have been accompanied by an increase in the tropospheric 
concentration of the OH radical. This process may be 
responsible for perturbations of  the tropospheric 
distributions and lifetimes of chemical species such as 
CO, 03, CH4, H202, HCFCs, and HFCs. From currently 
available model results, 25 to 40% of the decrease in the 
CO mixing ratio and 20 to 40% of the decrease in the 
methane trend, observed more particularly during the two 
years following the Mt. Pinatubo eruption, could be 
attributed to the significant stratospheric ozone depletion 
observed over this period. 

Some critical uncertainties remain in the model 
calculations discussed in the previous paragraphs, 
such as the impact of cloudiness and aerosols on the 
calculation of photodissociation rates ,  uncertainties 
related to the transport of  chemical species ,  and 
uncertainties in the distribution of key chemical species 
such as nitrogen oxides or water vapor. This section has 
focused on the impact of UV changes on the evolution 
of tropospheric species over the past years, but it should 
be noted that these changes resulting from UV increase 
have to be superimposed on changes resulting from other 
processes, such as changes in surface emissions or in 
strato sphere-tropo sphere exchanges ,  discussed in 
Chapters 8 and 7, respectively. The overall impact of all 
these changes has not yet been evaluated. 
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1 0.3 CLIMATE CHANGE DUE TO OZONE 

CHANGES 

1 0.3.1 Introduction 

Previous reports (e.g. , WMO, 1 995 ;  IPCC, 1 996) 
have highlighted the potential role that changes in both 
tropospheric and stratospheric ozone may have in 
contributing to climate change. This section aims to 
review our understanding of this area by considering 
calculations of both radiative forcing and climate model 
response to ozone changes. One important mechanism 
by which decreases in lower stratospheric ozone can have 
an impact on the surface-troposphere climate is via the 
cooling of the lower stratosphere that results from the 
ozone loss; this leads to less thermal infrared radiation 
being emitted down to the troposphere. The obser­
vational evidence for such a cooling, and its attribu­
tion, is discussed in detail in Chapter 5. 

1 0.3.2 Relationship Between Radiative 

Forcing and Climate Response 

Radiative forcing is a simple measure of the 
potential impact of climate change mechanisms. It is 
the perturbation of the surface-troposphere radiation 
budget (in Wm-

2
) following a change, for example, in 

the concentration of ozone or carbon dioxide (C02), in 
the absence of any other change in tropospheric con­
ditions. The background for its use was discussed in 
detail in IPCC ( 1 995). The global-mean radiative 
forcing, &', can be approximately related to the global­
mean surface temperature change (AT,), if the forcing is 
applied for a time sufficient for the surface temperature 
to come to equilibrium, by the relationship 

( 1 0-3) 

Here A is a climate sensitivity parameter whose value 
depends on the strength of various feedbacks (such as 
those due to changes in water vapor, snow/sea-ice extent, 
and cloudiness) ;  its value is found to vary amongst 
different models from about 0.3 to 1 . 1  K (Wm-

2
r1. 

Expression ( 1 0-3) is known to hold (in the sense that A 
i s  independent of the forcing mechanism) for 1 -D 
radiative convective models ( l DRCMs) and for general 
circulation models (GCMs) when relatively "simple" 
radiative forcings (such as changes in carbon dioxide 
concentration or solar output) are applied. 
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Figure 10-2. (a) Surface air temperature sensitivity of the GISS "Wonderland" GCM to a globally uniform 
change of 100 DU of atmospheric ozone as a function of the altitude at which the ozone is changed. L1 T0 is 
the surface temperature response without any climate feedbacks (i.e., clouds, sea ice, water vapor, and 
tropospheric lapse rate) allowed to operate; ilT8 is the surface temperature response including feedbacks 
(either with or without cloud feedbacks). (b) Feedback factor, L1 T 8/il T0, as a function of the altitude at which 
the ozone is changed. ( From Hansen et at., 1997a.) 

Recent GCM experiments have also indicated that, 
on a global-mean basis, A. is almost independent of 
forcing mechanism for more complex forcings such as, 
for example, spatially inhomogeneous sulfate aerosol 
radiative forcing (Cox et al. , 1 995) and forcing due to 
changes in cloud properties (Ramaswamy and Chen, 
1 997). (There are indications (see below) that the degree 
to which A. is independent of forcing mechanism de­
pends on whether cloud feedbacks are incorporated in 
the model; whereas the study of Cox et al. ( 1 995) in­
corporated cloud feedbacks, that of Ramaswamy and 
Chen ( 1 997) did not.) Haywood et al. ( 1 997) have also 
shown, in transient runs of a coupled ocean-atmosphere 
GCM, that the climate response to sulfate aerosol and 
greenhouse gas forcing is approximately equal to the 
sum of the response to each forcing individually; this 
additivity applied not only to global-mean changes but 
also to geographical patterns of surface temperature and 
precipitation changes. 

It must be emphasised that expression ( 1 0-3) 
applies strictly to global-mean changes. Cox et al. ( 1 995) 
and Ramaswamy and Chen ( 1 997) have shown that the 
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regional and even hemispheric-scale response to  forc­
ings with the same global-mean magnitude can be quite 
different. This shows, as noted in IPCC ( 1 995),  that 
even if the global-mean value of M is small, due to a 
coincidental cancellation of different forcings of op­
posing signs but different geographical locations, sig­
nificant sub-global-scale climate changes are still likely. 

The most wide-ranging study to date of the 
relationship between radiative forcing and climate 
response, and the study of most relevance to the ozone 
issue, is that of Hansen et al. ( 1 997a) .  They used a 
simplified version of the Goddard Institute for Space 
Studies (GISS) GCM that represents the planet as a 
120 °  -longitude sector with nine levels in the vertical. 
An advantage of this model is that its computational 
efficiency permitted a larger range of systematic 
experiments than has hitherto been reported.  The 
generality of the results from this study need to be 
tested using a range of GCMs, given the known dif­
ficulties in modeling cloud processes within GCMs 
and the relatively crude vertical resolution of this 
particular model .  



Hansen et al. ( 1 997a) performed experiments in 
which ozone was perturbed in each model layer 
sequentially when the model allowed no feedbacks and 
when the model included water vapor, sea ice, and 
tropospheric lapse rate feedbacks, both with cloud 
feedbacks ("all feedbacks") and without cloud feedbacks 
("fixed clouds"). Figure 1 0-2a shows the surface 
warming as a function of the height of the ozone per­
turbation (applied as a constant 1 00-Dobson unit (DU) 
perturbation in each layer; the large perturbation was 
necessary to obtain a clear signal). Figure 1 0-2b shows 
the surface temperature response as a function of the 
height of the ozone perturbation, as a ratio of the "all 
feedbacks" and "fixed clouds" cases to the no-feedback 
case; if radiative forcing were an ideal concept, in the 
sense that A is independent of the nature of the forcing, 
then the ratios plotted in Figure 1 0-2b would be  
independent of  height. 

The no-feedback case (Figure 1 0-2a) shows a peak 
sensitivity in the upper troposphere/lower stratosphere; 
the fixed-cloud case generally amplifies the response by 
a factor of 2, with a reasonably similar shape. These 
results are qualitatively similar to those from l DRCM 
studies of, for example, Wang et al. ( 1 980) and Lacis et 

al. ( 1 990), but in the GCM the averaging of latitudes 
with different tropopause heights and ozone profiles, as 
well as dynamical mixing, cause the effect of the ozone 
change to be less strongly peaked at the tropopause. 
Figure 1 0-2b shows that in the fixed-cloud case, the 
feedback factor is approximately independent of the 
height of the ozone perturbation. However, the in­
clusion of cloud feedbacks causes a dramatic change 
in the vertical pattern of the response ;  in particular, 
changes  in lower tropospheric ozone have a much­
heightened sensitivity relative to upper tropospheric 
changes. 

Hansen et al .  ( 1 997a) also examined the forcing­
response relationship using vertical and latitudinal 
profiles of ozone change based on observations (see also 
Sections 1 0.3.3 , 1 0.3.4, and 1 0.3.5). One measure of 
the dependence of A on the forcing mechanism is the 
ratio of 11T, for a particular forcing to 11Ts for an identical 
global-mean forcing due to a spectrally uniform change 
in solar output. With fixed clouds, the ozone forcing 
caused a 30% greater change in surface temperature than 
the same global-mean solar forcing, possibly because 
high-latitude forcings are found to be more effective than 
low-latitude forcings; with the inclusion of the GISS  
GCM's cloud feedbacks, however, the ozone forcing 
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causes a 20-30% smaller change in surface temperature 
than the same global-mean solar forcing. 

A number of other forcing-response studies have 
been reported using simpler models. These models lack 
the detailed interactions between thermodynamic and 
dynamic processes that are possible in GCMs and so are 
inherently less suitable for examining the relationship 
between radiative forcing and climate response; the 
results must be treated with much more caution. MacKay 
et al. ( 1 997) used a 2-D (latitude-height) model to in­
vestigate the climate response to stratospheric ozone loss; 
their model did not include cloud feedbacks. They found 
that A for stratospheric ozone changes is about 3 times 
higher than it is for carbon dioxide. The difference in 
sensitivity is much larger than that found in the GCM 
study of Hansen et al. ( 1 997a) ;  for the equivalent 
experiments, the climate sensitivity was about 20% 
higher for the ozone loss than for the C02 change. 

Bintanja et al. ( 1 997) used a zonal-average energy 
balance climate model coupled to a simple zonal-mean 
ocean model. They explored forcing-response rela­
tionships for a range of idealized ozone perturbations in 
the absence of cloud feedbacks. They concluded that 
the strength of the ice-albedo feedback is dependent on 
the meridional distribution of radiative forcing. The 
feedback, and hence the overall climate response, was 
strongest when radiative forcings were largest over polar 
regions; this result is in at least qualitative agreement 
with the GCM study of Hansen et al. ( 1 997a). 

Forster et al. ( 1 997) used a lDRCM to investigate 
the dependence of the forcing-response relationship on 
the choice of tropopause height (see also Section 1 0.4.3). 
In such models, there is a natural choice of tropopause 
height, being the altitude at which the temperatures 
change from being in radiative-convective equilibrium 
to radiative equilibrium. They computed A using the 
forcing calculated at this tropopause and at two al­
ternatives, the temperature minimum and the "WMO" 
tropopause (defined, with elaborations, as the pressure 
at which the lapse rate falls below 2 K km-1). A was 
much less dependent on the nature of the forcing using 
the top-of-convection tropopause. This indicates that 
apparent variations in A in GCM studies may result from 
an inappropriate choice of tropopause. Unfortunately, 
in GCMs, as in the real world, it is less easy to define an 
appropriate tropopause than it is in a l DRCM. 

The overall conclusion of these studies is that 
radiative forcing remains a useful concept. In the fu­
ture, if a sufficient consensus develops from similar 
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experiments with a range of models, it may be possible 
to develop an "effective" radiative forcing that accounts 
for the differences in 'A amongst different forcing 
mechanisms. This chapter continues to use radiative 
forcing, because it seems appropriate for comparing 
different studies of the same forcing mechanism, and 
there remains sufficient support from GCM studies to 
justify its continued use. 

1 0.3.3 Direct Forcing due to Ozone Change 

Ozone changes due to human activity are caused 
by substances that deplete ozone in the stratosphere and 
by precursors that generate ozone in the troposphere. In 
addition, to some extent, changes in ozone in the strato­
sphere can have an impact on ozone in the troposphere, 
and to a lesser extent vice versa, through stratosphere­
troposphere exchange processes (see Chapters 7 and 8). 
As discussed in WMO ( 1 995) and IPCC ( 1 996), the 
radiative forcing due to ozone has a longwave as well as 
a shortwave component and there is a critical depend­
ence on the vertical distribution of ozone changes. 

The sensitivity of radiative forcing to the altitude 
of an ozone change has been discussed in relation to 
climate sensitivity (Section 1 0.3.2). Forster and Shine 
( 1 997) have used radiative transfer models and observed 
climatologies of temperatures and clouds to study the 
relative impact of ozone changes in separate altitude 
regions. They found, in agreement with the earlier work 
of Wang et a!. ( 1 980) and Lacis et a!. ( 1 990), that the 
region of largest influence is the tropopause region; but 
they also pointed to the fact that when relative rather 
than absolute changes in ozone are considered, the 
importance of ozone changes in the middle and upper 
troposphere, as well as the middle stratosphere, is 
strengthened relative to those near the tropopause. As 
discussed in Section 1 0.3.2, Hansen et a!. ( 1 997a) used 
a GCM, including all feedbacks (e.g., water vapor, 
clouds, and surface albedo). They found that, in their 
model at least, the impact of ozone changes in the mid­
to-lower troposphere was much enhanced; they showed 
that this was mostly due to the impact of the ozone change 
on cloudiness. 

In the stratosphere the temperatures will adjust to 
a new radiative balance when the ozone distribution is 
changed. This in turn alters the downwelling oflongwave 
radiation through the tropopause ,  influencing the 
radiative forcing there. Radiative forcing taking this 
effect into account is called adjusted forcing, whereas 
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the radiative forcing calculated neglecting the tem­
perature change in the stratosphere is called the in­

stantaneous forcing. When temperature changes are 
taken into account, they are usually calculated assum­
ing that only the radiative balance is changed, and not 
the dynamical transport of heat in the stratosphere ; 
this is called the fixed dynamical heating approximation. 
Thorough assessments of the impact of this approx­
imation on the forcing are not yet available. Whereas 
the earlier work was a mixture of instantaneous and 
adjusted forcing, the newer work assessed here reports 
forcing including the temperature adjustment. In Sec­
tions 1 0.3.3 . 1  and 1 0.3.3.2, the "direct" radiative forcing 
(i.e., the forcing due to change in ozone alone) is reported. 
As discussed in Section 1 0.2, because ozone photolysis 
is a primary mechanism controlling the abundance of 
OH, and because ozone also controls the penetration of 
ultraviolet radiation, changes in ozone can also alter the 
concentrations of other radiatively active constituents; 
the "indirect" forcing due to such changes will be dis­
cussed in Section 1 0.3 .4. 

10.3.3.1 STRATOSPHERIC OzoNE 

Stratospheric ozone influences the radiative 
balance by absorption and emission in the longwave as 
well as absorption in the shortwave region; the two 
wavelength regions have a different relative importance 
at different altitudes. A few studies were discussed in 
WMO ( 1 995) and IPCC ( 1 996) : Ramaswamy et a!. 

( 1 992), Hansen et al. ( 1 993), Hauglustaine et al. ( 1 994), 
and Molnar et a!. ( 1 994) all pointed to the strong 
dependence of the radiative forcing on the vertical 
distribution of ozone changes. The results were based 
on observed as well as modeled ozone changes. It was 
concluded that the radiative forcing due to human-made 
emissions of ozone-depleting substances was about -0. 1 
wm·

2 
with a factor of 2 uncertainty range. 
Several new estimates have been made recently 

and are listed in Table 1 0-4. Some studies have adopted 
observed ozone changes,  mostly satellite data, and 
typically report radiative forcing due to ozone changes 
during the last one or two decades. In Table 1 0-4 numbers 
are also given for the forcing per decade, under the 
assumption that the ozone trend has been linear. This is 
most likely not the case but is included to allow an easier 
comparison of the different studies. 

Forster and Shine ( 1 997)  used an observed 
climatology of stratospheric temperatures and clouds. 
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Table 10-4. Radiative forcing due to stratospheric ozone changes. The radiative forcing per decade is 
also shown to facilitate comparison between calculations based on different time periods; this forcing is 
derived assuming the trend to be linear in time, which is unlikely to be the case. 

Reference Radiative 
forcing 
(Wm-2) 

-0.08 
-0.2 

+0.06 

Ramaswamy et al. ( 1 992) 
Hansen et al. ( 1 993) 
Hauglustaine et al. ( 1 994) 
Zhong et al. ( 1 996) -0.025 
Forster and Shine ( 1 997) SAGE 
Forster and Shine ( 1 997) SBUV 
Hansen et al. ( 1 997a) SAGE/TOMS 
Hansen et al. ( 1 997a) SAGE/SBUV 
Hansen et al. ( 1 997b) 
MacKay et al. (1997) 
Shine et al. ( 1 998) 
Myhre et al .  ( 1 998a) 

-0. 1 7  
-0.22 
-0.20 
-0.28 
-0.3 
-0.06 
-0. 1 0  

+0.05 

They calculated radiative forcing to be -0. 1 7  and -0.22 
Wm-

2 
based on ozone trends from the Stratospher­

ic Aerosol  and Gas Experiment (SAGE) and Solar 
B ackscatter Ultraviolet ( SBUV) spectrometer, re­
spectively. In the SBUV case only the column data were 
used, and it was assumed that the ozone loss was limit­
ed to a 7-km region above the tropopause. The trends 
were extrapolated forward to 1 996 on the assumption 
that trends would remain linear. As reported in Chapter 
4, this assumption no longer looks justifiable, at least in 
midlatitudes. The combined effect of the reduced mid­
latitude trends and the enhanced loss in the Arctic on the 
radiative forcing has not yet been assessed. 

Zhong et al. ( 1 996) used observed total ozone 
change between 1 979 and 1 9 9 1  from TOMS. Like 
Ramaswamy et al. ( 1 992), they distributed the ozone loss 
in a 7-km region above the tropopause. In contrast to 
calculating a temperature adjustment, they adopted 
s atell ite -observed temperature change s  from the 
Microwave Sounding Unit (MSU). The resulting 
radiative forcing was -0.024 Wm-

2
• Shine et al. ( 1 998) 

used the same approach but used temperature changes 
based on radiosonde data. Unlike Zhong et al. ( 1 996), 
they also included the 1 4-f..Lm band. The resulting 
radiative forcing was -0. 1 0  Wm-

2
. The results of the 

two calculations must be seen in the perspective that the 
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Forcing per Time 
decade period 

(Wm-2)/decade 

-0.07 1 979- 1 990 
-0. 1 1 970- 1 990 

+0.03 1 970- 1 990 
-0.02 1 979- 1 99 1  
-0. 1 0  1 979- 1 996 
-0. 1 3  1 979- 1 996 
-0. 1 3  1 979- 1 994 
-0. 1 9  1 979- 1 994 
-0.2 1 979- 1 994 
-0.05 1 979- 1 990 
-0.08 1 979- 199 1  

+0.02 1 969- 1 996 

MSU data have a global coverage but only a limited 
vertical resolution, whereas the radiosonde temperatures 
have a better vertical resolution but only a sparse 
geographical coverage. It is further very important to 
note that the observed temperature changes can also have 
causes other than changes in ozone (see Chapter 5). 

As discussed in Section 1 0.3.2, Hansen et al. 

( 1 997a) and Hansen et al. ( 1 997b) used a GCM with a 
low vertical resolution to study climate effects of ozone 
changes. Changes in ozone concentration were taken 
from satellite observations. Their work, which is a 
pioneering GCM study using realistic ozone changes, 
also takes into account temperature changes and has the 
advantage that the temperature changes are dynamically 
consistent with the ozone changes. The resulting 
radiative forcing due to stratospheric ozone was -0.20 
and -0.28 Wm-

2 
for SAGE/TOMS and SAGE/SBUV, 

respectively. These results include a change in tropo­
spheric ozone, which cannot easily be separated from 
the stratospheric component. 

MacKay et al. ( 1 997) calculated radiative forcing 
due to stratospheric ozone in a 2-D radiative-dynamical 
climate model, using observed satellite ozone changes. 
They calculated temperature changes in their model 
consistent with this ozone change and arrived at a 
radiative forcing of -0.06 Wm-

2
. Their temperatures are 
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up to 20-30 K too low in certain regions of the lower 
stratosphere, a fact that may influence their results 
significantly. 

As shown above, several calculations of the 
radiative forcing due to stratospheric ozone are based 
on satellite observations. It is worth noting that these 
results are uncertain (see discussion in Chapter 4 and in 
WMO ( 1 995)), especially in the near-tropopause region, 
which is the most important region for the radiative 
forcing. Myhre et al. ( 1 998a) on the other hand used 
ozone changes calculated in a 2-D chemical transport 
model (CTM). Their ozone loss was much weaker than 
in SAGE/SBUV in the lower stratosphere, consistent with 
ozone changes calculated in other CTMs, which are 
known to underestimate ozone loss there (see Chapter 
7). The resulting change in radiative forcing was slightly 
positive, namely, +0.05 wm·

2
. A stronger ozone loss in 

the lower stratosphere would lead to a more negative 
radiative forcing. 

On the basis of these newer studies ,  one can 
conclude that the radiative forcing due to changes in 
stratospheric ozone is still uncertain, due to large 
uncertainties in the vertical distribution of the ozone 
reductions as well as in temperature changes. Also the 
impact of recent changes in ozone trends (Chapter 4) 
has not been assessed. Our best estimate for the radiative 
forcing since the late 1 970s is -0.2 Wm"

2 
with an 

uncertainty range of ±0. 1 5  Wm.
2
; this uncertainty range 

is intended to approximately bracket the majority of 
published studies and is not a formal indication of 
uncertainty. In comparison, the best estimate of WMO 
( 1 995) and IPCC ( 1 996) was -0. 1 wm·

2 
with a factor of 

2 uncertainty. These forcings will be placed in the 
perspective of other radiative forcings in Section l 0 .5. 
It is worth noticing that the future changes in forcing 
due to stratospheric ozone will depend on the timing and 
the rate of the recovery of stratospheric ozone (see 
Chapter 1 2). If it is assumed that stratospheric ozone 
loss is near its maximum, the radiative forcing due to 
stratospheric ozone will not grow much more negative 
before it starts to get less negative. Thus there will be a 
decrease in the extent to which stratospheric ozone 
changes offset the forcing due to the increases in other 
greenhouse gases (see, e.g., Solomon and Daniel, 1 996). 

10.3.3.2 TROPOSPHERIC OzoNE 

WMO ( 1 995) and IPCC ( 1 996) reported a large 
uncertainty in the forcing due to anthropogenically 
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related increases in tropospheric ozone that originate 
from emissions of ozone precursors : NOx, CO, CH4, and 
nonmethane hydrocarbons. Again the uncertainty is 
connected to uncertainties in the changes in the ozone 
distribution; these changes are even less well documented 
than those of stratospheric ozone, for which at least 
changes in the total column can be inferred from ground­
based and satellite observations. Chapter 8 reviews our 
understanding oftropospheric ozone and its changes, and 
associated observations. The calculations of radiative 
forcing presented here are mostly based on the use of 
chemical transport models; the ozone fields from these 
models are difficult to evaluate, particularly for the 
preindustrial period, because of the scarcity of ap­
propriate observations. 

Earlier work assessed in WMO ( 1 995) was based 
on observations (Fishman, 1 99 1 ;  Marenco et al. , 1 994) 
as well as model calculations (e.g., Hauglustaine et al. , 

1 994) of ozone change. Several recent studies, which 
are considered here, are based mostly on modeled ozone 
distributions (Table 1 0-5). When the numbers in Table 
l 0-5 are compared, it should be kept in mind that they 
are based on a variety of assumptions. For example, 
not all results include temperature adjustment in the 
stratosphere and effects of clouds. Neglect of either of 
these effects has been estimated to lead to an overesti­
mate of radiative forcing by approximately 1 0-25% 
(Berntsen et al. , 1 997). This is because (i) clouds reduce 
the outgoing longwave radiation and hence also re­
duce the sensitivity to changes in greenhouse gas con­
centration and (ii) increases of tropospheric ozone re­
duce the absorption of radiation by ozone in the lower 
stratosphere, leading to a stratospheric cooling and 
reduced emission into the troposphere. 

The work of Hansen et al. ( 1 997b ), already dis­
cussed for its stratospheric contribution, is based on GCM 
runs, but ozone distributions were taken from the model 
of the general universal tracer transport in the atmos­
phere (MOGUNTIA) 3 -D CTM (Crutzen, 1 994). The 
radiative forcing due to increases in tropospheric ozone 
since preindustrial time was estimated to be 0.3 wm-

2
• 

The MOGUNTIA model was also used by van Dorland 
et al. ( 1 997), who calculated the radiative forcing to be 
0.3 8 wm-

2
• 

Chalita et al. ( 1 996) used a similar approach to 
that of Hansen et al. ( 1 997b ), using ozone distributions 
from a 3-D CTM (IMAGES) to study climate impacts in 
a GCM. They reported a radiative forcing of 0.28 Wm-

2 

due to an increase in tropospheric ozone. Temperature 
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Table 10-5. Radiative forcing due to tropospheric ozone changes, all since preindustrial times. 

Reference 

Marenco et al. ( 1 994) 
Hauglustaine et al. ( 1 994) 
Lelieveld and van Dorland ( 1 995) 
Chalita et al. ( 1 996) 
Forster et al. ( 1 996) Cambridge 
Forster et al. ( 1 996) UKMO 
Hansen et al. ( 1 997b) 
Berntsen et al. ( 1 997) Reading 
Berntsen et al. ( 1 997) OsloRad 
Roelofs et al. ( 1 997) 
van Dorland et al. ( 1 997) 

adjustment in the stratosphere was not taken into account. 
Berntsen et al. ( 1 997) based their work on the Oslo 3 -D 
CTM 1 model. Two radiative forcing calculations, with 
two different radiative transfer models and with two 
different background levels for ozone, were performed. 
The resulting radiative forcing was estimated to be 0 .28 
and 0 .3 1 Wm-

2 
for the two radiation models. Roelofs et 

al .  ( 1 997) used ozone changes predicted using the 
European Centre Hamburg Model version 4 (ECHAM4) 
coupled to a tropospheric chemistry model to compute 
radiative forcing. They derived a value of 0.42 Wm-

2
. 

Forster et al. ( 1 996) used two different 2-D CTM 
models to calculate the ozone increase since preindustrial 
time, namely, the Cambridge and the United Kingdom 
Meteorological Office (UKMO) models. The calculated 
radiative forcing was 0 .5 1 and 0 .30  Wm-

2
, respectively, 

in the two cases. 
Portmann et al. ( 1 997) estimated tropical tro­

pospheric ozone from ozonesonde profiles and ozone 
columns derived from satellite maps .  They calculated 
the radiative forcing to give a global contribution of 
0 . 1 -0.4 Wm-

2 
for changes in ozone since preindustrial 

time due to biomass burning. Clouds were not taken 
into account in their calculations . The largest forcing 
(0.4 Wm-

2
) was calculated under the assumption that the 

preindustrial ozone concentration was 1 0  ppbv every­
where. 

For radiative forcing due to tropospheric ozone 
changes ,  the uncertainties are slightly reduced since 
WMO ( 1 995) and IPCC ( 1 996) .  Large uncertainties 
remain, due to insufficient knowledge about the ozone 
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Radiative forcing (Wm-2) 

0 .62 
0 .55  
0 .50 
0 .28 
0 .5 1 
0 .30 
0 .3  
0 .28 
0 .3 1 
0.42 
0 . 38  

distributions in  the unperturbed as  well a s  the present 
atmosphere . The ozone distribution is particularly 
uncertain in the tropics. Our best estimate of global­
mean radiative forcing since the mid- 1 800s is 0.35 Wm-

2 

with an uncertainty range ±0. 1 5  Wm-
2
. The uncertainty 

range is intended to approximately bracket results from 
a majority of studies and is not a formal indication of 
uncertainty. These forcings will be compared with other 
sources of radiative forcing in Section 1 0 . 5 .  

The total radiative forcing due to  ozone changes 
in the troposphere and the stratosphere was estimated in 
IPCC ( 1 996) to be 0 .3  Wm-

2 
(+0.4 Wm-

2 
due to changes 

in tropospheric ozone and -0. 1 wm-
2 

due to changes in 
stratospheric ozone). The new estimate is substantially 
smaller, with about 0 . 1 5  wm-

2 
as the best-estimate 

radiative forcing since preindustrial times (+0 .35  wm-
2 

due to changes in tropospheric ozone and -0.20 wm-
2 

due to changes in stratospheric ozone) . 

1 0.3.4 Indirect Forcing due to Effects of 

Ozone Change on Other Constituents 

Bekki et al. ( 1 994) have calculated the radiative 
forcing associated with the reduction in the methane 
growth rate and also the forcing associated with increased 
tropospheric ozone concentrations resulting from 
stratospheric ozone changes observed from 1 979 to 1 994. 
Their results have shown an additional negative forcing 
for this period of -0.03 to -0.04 wm-

2 
(-0.02 wm-

2 
from 

the CH4 change and -0 . 0 1  to -0 .02 Wm-
2 

due to tropo­
spheric ozone changes) . 
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Figure 1 0-3. Change of the global-mean annual-mean temperature profile between 1979 and 1995 based 
on linear trends, calculated using the GISS GCM, as different climate forcing mechanisms are added one 
by one to the model. The figure on the left shows calculations using observed sea surface temperatures 
(SSTs) . The figure on the right shows the calculation using a type of "mixed-layer" ocean model with pre­
scribed horizontal transports of heat; on this figure the run labeled "initial disequilibrium" accounts for the 
fact that the climate was unlikely to be in global mean radiative balance at the top of the atmosphere at the 
beginning of the simulation in 1979, because of increases in greenhouse gas concentrations, and other 
radiative forcing mechanisms, prior to 1979. The results shown are an average of ensembles containing 
between five and ten members. ( Figure adapted from Hansen et a/., 1997c .) 

Another impact of stratospheric ozone depletion 
on climate forcing has been proposed by Toumi et al. 

( 1 994, 1 995). OH oxidizes sulfur dioxide (S02) to 
gaseous sulfuric acid (H2S04), which is a source of new 
H2S04 particles via homogeneous nucleation; changes 
in the production of H2SO4 resulting from OH changes 
might affect not only the number ofH2S04/H20 particles 
but also the number of those particles that can act as 
condensation nuclei. Model results suggest that OH 
increases resulting from ozone depletion should have 
increased the mean gaseous sulfuric acid production by 
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about 2 %  from 1 980 t o  1 990. This, in turn, may have 
increased cloud condensation nuclei (CCN) and cloud 
droplet numbers. Estimations of the radiative forcing 
related to this process give a negative radiative forcing 
(via increased cloud reflectivity) that might be of a 
magnitude similar to the direct effect of ozone loss. 
However, Rodhe and Crutzen ( 1 995) disputed whether 
this mechanism was of importance. No further studies 
on this topic have been reported, to our knowledge, since 
the last Assessment. 



1 0.3.5 Climate Model Studies 

The climate model studies discussed in Section 
1 0.3.2 indicate that the forcings associated with ozone 
change cause a significant climatic effect (see also 
Section 1 0.5). However, in terms of detecting the 
influence of ozone change on climate, these studies are 
not sufficient to explore whether the history of forcing 
is consistent with the magnitude of observed changes 
(although they can be used to look for similarities 
between the modeled and observed patterns of climate 
change (see, e.g., Sauter et al. , 1 996)). 

A more realistic approach is to model the transient 
response of the climate system to the time-evolving 
forcing, and to investigate the size of the ozone effect in 
the context of the effect of other forcing mechanisms 
(both natural and due to human activity) and unforced 
variability. Because of the inherently chaotic nature of 
climate variation, the robustness of any signal can be 
assessed by running the model several times with slightly 
different initial conditions. The number of members of 
such ensembles is generally limited by the available 
computer time. 

WMO ( 1 995) reported the results from the first 
transient GCM experiments to investigate the climatic 
impact of ozone loss. Since then Tett et al. ( 1 996) and 
Hansen et al. ( 1 997 c) have reported further transient 
studies incorporating the effects of stratospheric ozone 
change. We are not aware of any studies that have 
examined, individually, the impact of tropospheric ozone 
changes. Tett et al. ( 1 996) used a coupled ocean­
atmosphere GCM and incorporated the effects of changes 
in well-mixed greenhouse gases, a representation of the 
direct effect of sulfate aerosols, and stratospheric ozone 
loss for the period 196 1  to 1 995. Ensemble experiments, 
with four members, were performed with a variety of 
combinations offorcings, and significance was assessed 
using a 700-year control run of the model in which 
forcing was kept constant. 

Hansen et al. ( 1 997c) used an atmospheric GCM 
with a variety of representations of the ocean, ranging 
from fixed (observed) sea surface temperatures to a 
sophisticated oceanic GCM. For the period 1 979 to 1 996, 
they incorporated the forcings due to well-mixed 
greenhouse gases, stratospheric ozone, volcanic aerosols, 
and solar irradiance; the forcings were added one by one, 
and ensembles included between five and ten members. 
Control integrations, with no imposed forcing, were also 
performed. 
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In both studies, the observed cooling of the lower 
stratosphere, derived from radiosonde analyses, was 
shown to be consistent with the model when ozone loss 
was included; this supports earlier evidence that the 
stratospheric cooling is due to human activity (see 
Chapter 5). Another important feature of these  
simulations is that the transition from tropospheric 
warming to stratospheric cooling (which is a feature of 
experiments in which changes of carbon dioxide 
concentration are the only forcing mechanism) occurs at 
a significantly lower altitude when the ozone loss is 
incorporated. The vertical profiles of the 1 979- 1 99 5 
temperature trend are shown in Figure 1 0-3 as different 
forcings are added to the Hansen et al. ( 1 997c) model. 
Results are shown for both observed sea surface 
temperatures and a mixed-layer ocean. The effects of 
ozone changes on both the transition height and on lower­
stratospheric temperatures are clearly seen. When model­
s imulated changes in sea surface temperature are 
included, the transition height is even lower. The height 
of the transition is in much better agreement with 
radiosonde analyses than calculations that just include 
the effects of increasing well-mixed greenhouse gas 
concentrations. 

The effect of the ozone changes  on surface 
temperature is less clear. Both Tett et al. ( 1 996) and 
Hansen et al. ( 1 997c) (see Figure 1 0-3 results for Ocean 
B) show that the ozone loss leads to a surface cooling, 
as expected from the radiative forcing. In the global 
mean, the cooling is about 0. 1 OC over a 1 5- to 20-year 
period; this can be compared to a warming, due to 
greenhouse gas increases, of about 0.2 to 0.3 OC over the 
same period. However, unlike the ozone effects in the 
upper troposphere and lower stratosphere, this change is 
not significant compared to natural variability and does 
not lead to a significant improvement in the agreement 
between model and observations. 

Bintanj a  et al. ( 1 997) have used their energy 
balance climate model to compute the transient response 
to ozone perturbations. Because energy balance models 
do not simulate unforced variability in the climate system, 
the impact of forcings is easily diagnosed. They used 
somewhat idealized ozone changes based on recent 
observations and calculated the transient response over 
a 20-year period. Changes in lower stratospheric ozone 
led to a surface cooling of about 0.05 °C;  this cooling is 
reduced by a factor of 2 when increases in tropospheric 
ozone are included. Hence, there is a significantly 
smaller offset of the greenhouse-gas-induced warming 
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in this energy balance model study than in the GCM 
studies. The reasons for this are not obvious; they could 
relate to either the form of the imposed ozone depletions 
or the simple type of model used. 

1 0.4 RADIATIVE FORCINGS AND GLOBAL 

WARMING POTENTIALS OF 

HALOCARBONS 

1 0.4. 1 Introduction 

This section updates work reported in WMO 
( 1 995) and IPCC ( 1 996) on the radiative forcing and 
Global Warming Potentials due to the CFCs ,  their 
replacements, or proposed replacements, and related 
molecules. Such information is important in assessing 
the desirability of using particular replacements. This 
area is of renewed importance following the 1 997 Kyoto 
Protocol  to the United Nations (UN) Framework 
Convention on Climate Change; if the Protocol is ratified, 
reductions of greenhouse gas emissions will be calculated 
using a "carbon dioxide equivalence," with the (1 00-year) 
Global Warming Potentials (GWPs) forming the basis 
for calculating this equivalence. 

1 0.4.2 Recent Studies on the Spectroscopy of 

CFCs and their Substitutes 

The accurate calculation of the radiative forcing 
of the CFCs and related species is reliant on good-quality 
data on the absorption cross sections at thermal infrared 
wavelengths. WMO ( 1 995) briefly reviewed earlier data. 
For some gases, a spread exceeding 25% of the mean 
cross sections was found and there was little agreement 
on the sign, or indeed even the existence ,  of any 
temperature dependence. 

Since WMO ( 1 995) there have been a number of 
studies reporting new absorption cross sections. Imasu 
et al. ( 1 995), Heathfield et al. ( 1 998a, 1 998c ), and Cavalli 
et al. ( 1 998) reported measurements for a number of 
halogenated ethers; Barry et al. ( 1 997) measured the 
cros s  sections of CF3CH2CF2CH3 (HFC-365mfc) ;  
Gierczak e t  al. ( 1 996) measured the cross sections of 
CF3CH2CF3 (HFC-23 6fa) and CF3CHFCHF2 (HFC-
236ea) ; Christidis et al .  ( 1 997) reported measurements 
for a number of HF C s ,  HCFCs ,  bromocarbons ,  
iodocarbons, and some ethers. Newnham and Ballard 
( 1 995), Newnham et al. ( 1 996), and Smith et al. ( 1 996) 
measured CH2FCF3 (HFC- 1 34a) ,  CH3CC1F2 (HCFC-
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142b ) ,  and CH2F2 (HFC-32), respectively, at high spectral 
resolution. Wallington et al. ( 1 997) and Christensen et 

a l. ( 1 9 9 8 )  measured C4F90CH3 (HFE- 7 1 00)  and 
C4F90C2H5 (HFE-7200), respectively. Molina et al. 

( 1 995) measured nitrogen trifluoride (NF3). Grossman 
et al. ( 1 997), Pappasavva et al. ( 1 997), and Good et al. 

( 1 998) reported cross sections derived from quantum 
mechanical modeling and showed that these can provide 
a reasonable alternative to direct measurements. 

The integrated band-strengths for some molecules 
show significant spreads. In addition to the cases 
highlighted in WMO ( 1 995), recent measurements of 
CHC1F2 (HCFC-22) at, or near, room temperature range 
(in units of 1 0" 1 7  cm· 1 (molec cm.

2
)" 1 ) from 0.9 in 

McDaniel et al. ( 1 99 1 )  to 0.97 in Anastasi et al. ( 1 994) 
to 1 .0 1  in Varanasi et al. ( 1 994) and Pinnock et al. ( 1 995) 
to 1 .03 in Capellani and Restelli ( 1 992) and Clerbaux et 

al. ( 1 993) .  This gives a spread of about ±7% around the 
midpoint. Christidis et al. ( 1 997) compiled a list of 
reported CC13F (CFC- 1 1 ) cross sections; correcting for 
the different spectral ranges  used by different in­
vestigators, they found a standard deviation of about 6% 
for the strongest bands. 

For gases for which measurements have only 
recently been reported, the degree of agreement between 
different studies is very variable. For example, the 
integrated cross sections ofthree fluorinated ethers listed 
by both Imasu et al. ( 1 995) and Heathfield et al. ( 1 998a) 
agree to within 3%. Heathfield et al. ' s  value for 
CHF20CF3 (HFE- 1 25) is 1 2% higher than that given by 
Christidis et al. ( 1 997). Cavalli et al. 's ( 1 998) value for 
C4F90CH3 is about 20% higher than that reported by 
Wallington et a/. ( 1 997). For HFC-32, Smith et a/. ( 1 996) 
found a surprisingly large pressure dependence (with the 
integrated cross section 1 0% lower for air-broadening at 
1 000 mb than for pure vapor); for similar conditions, 
their integrated cross section is 20% lower than that of 
Pinnock et al. ( 1 995) (although Pinnock et al. ' s  value is 
now believed to be 8% too high (M.D. Hurley, Ford 
Motor Company, U.S., personal communication, 1 998)). 

There are a number of possible reasons for the 
spread in values. For some species, absorption on the 
cell walls can occur for certain types of cells; for example 
R.J. Knight and J. Ballard (Rutherford Appleton Lab­
oratory, U.K., personal communication, 1 998) report 
initial adsorption of pure HCFC-22 onto the walls of a 
stainless steel cell, which reduced gas concentrations by 
5 - 1 0% in 30 minutes (see also Newnham and Ballard 
( 1 995) for a discussion concerning HCFC- 142b ). Other 



problems can occur in using gas-air mixes if it is not 
ensured that the mixture is sufficiently homogeneous. 
If uncorrected, such problems could generate errors in 
the integrated cross section on the order of 1 0%. 

In conclusion, for most (but not all) gases, currently 
available cross sections can probably be considered to 
be accurate to within about 1 0%, but no better than 5%. 
To improve confidence in the measurements, the causes 
of the differences  amongst different measurement 
techniques would need to be identified and, if possible, 
corrected. 

The radiative forcing due to the CFCs and their 
related molecules depends also on knowledge of the 
spectroscopy of overlapping species such as water vapor, 
carbon dioxide, and ozone. A new version of the high­
resolution transmission (HITRAN) molecular absorption 
database (Rothman et al. , 1 992) has been released. The 
new version, HITRAN 1 996 ,  updates the previous 
version, HITRAN 1 992. HITRAN includes the positions, 
strengths, and half-widths of the major greenhouse gases 
throughout the infrared spectrum. Since 1 986 the number 
of catalogued lines in the 0-3000 cm· 1 region has 
increased from about 260,000 to 870,000, but most of 
these are weak lines. Pinnock and Shine (1 998) examined 
the effect of updates in the HITRAN database on 
calculations of radiative forcing for C02, CH4, 03, and 
nitrous oxide (N20). The effects of changes since 
HITRAN 1 986 are less than 3%, and less than l% since 
HITRAN 1 992. Remaining spectroscopic uncertainties 
were estimated to cause errors of no more than 5% in 
the radiative forcing. Hence, errors from this source are 
likely to be smaller than current uncertainties in the 
absorption cross sections of the halocarbons. 

1 0.4.3 Recent Radiative Forcing Studies 

Many previous studies of the radiative forcing 
(which is defined in Section 1 0.3.2) due to CFCs and 
related molecules have been based on calculations with 
a single, normally global-mean, profile. Since the 
temperature, cloudiness ,  humidity, and ozone vary 
spatially, it is important to test how close the global mean 
of the radiative forcing is to the radiative forcing cal­
culated with a global-mean profile. 

Myhre and Stordal ( 1 997) have considered in detail 
the sensitivity of the radiative forcing to both spatial and 
temporal averaging. For a range of well-mixed green­
house gases, the error in the global-mean forcing was 
found to be about 1 %  or less if annual-mean rather than 
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monthly-mean profiles were used. Similarly, the error 
using the daily-mean rather than the monthly-mean, or 
using diurnally varying rather than diurnal-mean profiles, 
was found to be less than l %. 

The errors due to spatial averaging were found to 
be more significant. Use of a single global-mean profile 
gave errors, for several CFCs, of around 5%. Myhre 
and Stordal ( 1 997) showed that it is the latitudinal 
variation that must be represented to reduce this error; 
use of annual- and zonal-mean profiles at 1 0° resolution 
leads to an error of le s s  than 0.5% comp ared to 
calculations at 2.5 ° x 2.5 ° resolution using monthly 
means. Freckleton et al. ( 1 998) have shown that the error 
from using a global-mean profile can, for some well­
mixed gases, be reduced by using just three profiles. Both 
Myhre and Stordal ( 1 997) and Freckleton et al. ( 1 998) 
have shown that alternative definitions of the position 
of the tropopause lead to differences in the radiative 
forcing of several percent. 

Freckleton et al. ( 1 998) examined the impact of 
inhomogeneities in the HFC and HCFC distributions. 
Distributions of five molecules, with lifetimes ranging 
from 2 to 26 years, were taken from a 2-D model (Wild 
et al. , 1 996) assuming an idealized source distribution, 
predominantly in the Northern Hemisphere. The error 
in the global-mean forcing from assuming the gas to be 
well mixed at the global-mean surface concentration 
ranged from about 5% for gases with lifetimes exceeding 
1 5  years, to almost 30% for gases with a two-year 
lifetime. Most of the error was due to vertical, rather 
than horizontal, inhomogeneity. The latitudinal dis­
tribution of the forcing was shown to also be affected by 
the averaging. The local forcing could be in error by a 
factor of 2 when short-lived gases were assumed to be 
well mixed; the sign of the error depends on the location 
relative to the emission sources. 

IPCC ( 1 996) reported a significant discrepancy 
between the radiative forcing for CFC- 1 1  calculated 
using the IPCC ( 1 990) formula (from Hansen et a/. ,  1 988) 
and a more recent calculation (Pinnock et al. , 1 995). 
Since then several other studies have investigated the 
CFC- 1 1  forcing, and all conclude that the IPCC ( 1 990) 
value of0.22 Wm.

2
ppbv·1 is too low. Hansen et al. ( 1 997a) 

use a GCM with an updated absorption cross section 
for CFC- 1 1  (based on Christidis et al. , 1 997) to derive 
their best estimate of 0.25 Wm.

2
ppbv·\ Myhre and 

Stordal ( 1 997) also derive a value of 0.25 Wm.
2
ppbv· 1 

using their highest horizontal resolution and using a 
vertical profile from a chemical model. Christi dis et al. 
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( 1 997), using their "best-guess" absorption cross section, 
a global-mean atmosphere, and Hansen et a!. 's revised 
vertical profile, obtain 0285 Wm.

2
ppbv· 1 • Good et al. 

( 1 998) obtain an instantaneous forcing of0.25 Wm"
2
ppbv"1 

using a global-mean atmosphere and vertical profiles 
from a chemical model. 

On the basis of these calculations, we propose a 
revised value for CFC- 1 1  of 0.25 Wm.

2
ppbv· 1 , but there 

remains some discrepancy amongst calculations that 
has not been fully resolved; sources of the discrep­
ancy include the use of different cross sections, vertical 
profiles,  averaging assumptions, and details of the 
radiation calculations. 

Previous WMO and IPCC reports have reported 
the forcings due to CFC replacements relative to CFC-
1 1 . This procedure has clear difficulties when the CFC-
1 1  forcing is revised, because it is unclear whether the 
absolute forcings for the other gases should use the 
original or revised CFC- 1 1  forcing. Because of this, we 
present the absolute radiative forcings (in Wm"

2
ppbv" 1 ), 

which are shown in Table 1 0-6. There is a need for a 
scaling of the literature values on the basis of whether 
clouds are included, whether stratospheric adjustment is 
performed, what atmosphere is used, and what vertical 
profile for the gas is assumed. The bases for these re­
scalings are given in the footnotes to the table, but given 
available information, these can only be regarded as 
approximate and are not always possible. It is believed 
that cloudy-sky, adjusted forcings are the most ap­
propriate (see, e.g., IPCC, 1 995;  Hansen et a!. , 1 997a). 

The number of gases for which radiative forcings 
are now reported has grown about threefold since 
previous assessments. Not all the gases in this table are 
likely to be used, because some will be excluded for 
toxicological or industrial reasons, and others are likely 
to be used in only small amounts in specialized 
applications. For completeness, however, all published 
values known to us are presented. Given the problems 
in accurate measurements of absorption cross sections 
and differences in methods in calculating the radiative 
forcing, these forcings can, at best, be regarded as 
accurate to 1 0%, and, for many, probably to no better 
than 20%. 

Section 1 0.5 will present estimates of the present 
and possible future contributions of the replacement 
halocarbons to the radiative forcing. 

1 0.4.4 Global Warming Potentials 

Global Warming Potentials (GWPs) have been 
used in past ozone and climate assessments (WMO 1 995 · ' ' 

IPCC, 1 990, 1 995,  1 996) as a means of quantifying the 
potential integrated climate forcing of various greenhouse 
gases relative to carbon dioxide. GWPs have been used 
to motivate the choice of replacements for the CFCs and, 
as mentioned in Section 1 0.4. 1 ,  play a role in the Kyoto 
Protocol. In this section, after providing a brief summary 
of the GWP definition, we discuss and provide current 
estimates ofboth direct and indirect GWPs for numerous 
greenhouse gases. More details concerning the limi­
tations of GWPs can be found in IPCC ( 1 995,  1 996). 

1 0.4.4.1 DEFINITIONS 

Knowledge of the radiative forcing of a gas (see 
Sections 1 0.3.2 and 1 0.4.3) is necessary in estimating 
the potential climate impact due to the release of some 
amount of that gas. However, radiative forcing does not 
differentiate between a gas that resides in the atmosphere 
for centuries and one that is destroyed in days. 

A G WPs 
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An index that accounts for the importance of the 
residence time of a gas is the Absolute Global Warming 
Potential (AGWP) (see, e.g., IPCC, 1 995). The AGWP 
of a species represents the integrated radiative forcing 
due to an instantaneous pulse of that gas over some time 
horizon. Mathematically, the AGWP is defined by 

t '  

AGWPx (t') = J F, exp(- (r )dt 
Q 

X 
( 1  0-4) 

where Fx is the radiative forcing per unit mass of species 
x, rx is the atmospheric residence time constant of species 
x, and t' is the time horizon of the particular AGWP 
calculation. Generally, Fx is defined as the radiative 
forcing per kilogram of the gas added to the atmosphere, 
leading equation ( 1 0-4) to represent the total integrated 
forcing due to the addition of 1 kilogram of species x at 
time 0 integrated to time t '. For most greenhouse gases, 
equation (1 0-4) is a simple expression with a constant 
radiative forcing per mass and a constant response time 
constant. In some cases, however, Fx will depend on the 
background concentration of species  x or on the 
concentration of other gases that might absorb in similar 
spectral regions. In a few instances, the residence time, 



rx, can also depend on the atmospheric composition, 
while in even more complicated cases, the decay of an 
instantaneous pulse of certain gases (notably C02) cannot 
be represented by a single decay time constant even in 
an unchanging atmospheric composition scenario. 

G WPs 
A disadvantage of the AGWP quantity is that 

it is generally expressed in units of Wm-
2
ki1yr or 

Wm-
2
ppmv-1yr, which is often not the most intuitive way 

to convey the magnitude of a species '  integrated forcing. 
A more typically used quantity involves the comparison 
ofthe integrated forcing (AGWP) of some species to the 
integrated forcing of another reference gas, often chosen 
to be C02; it is normal to compare equal mass emissions 
of the species and reference gas . Taking C02 to be the 
reference gas, the GWP of some species x is given by 

t ' 

J Fx exp(- Yr
x
)dt 

GWP, (t ') = -"0-1 ,,-------

f Fco, R(t)dt 
( 10-5) 

0 

where the C02 forcing per unit mass, Fco , depends on 
2 

the background concentration of C02, and R(t) represents 
the response function that describes the decay of an 
instantaneous pulse of C02. The GWP of a gas therefore 
expresses the integrated forcing of a pulse (of given small 
mass) of that gas relative to the integrated forcing of a 
pulse (of the same mass) of C02 over some time horizon. 
The GWPs of various greenhouse gases can then be 
easily compared to determine which will cause the 
greatest integrated radiative forcing over the time 
horizon of interest. 

1 0.4.4.2 DIRECT GWPs 

As discussed in IPCC ( 1995), atmospheric gases 
that absorb in infrared spectral regions generally tend to 
increase the net downward radiation at the tropopause 
because of their infrared absorptive and emiss ive 
properties .  GWPs calculated considering only these 
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forcings are referred to as direct GWPs because the 
emitted gas itself leads to additional radiative forcing. 
If a trace gas is present in sufficiently small quantities 
so that its absorption is optically thin, the radiative forcing 
will scale linearly with the additional atmospheric 
abundance of the gas. While most of the gases considered 
in Table 1 0-6 are in the optically thin limit, gases like 
C02, N20, and CH4 are exceptions in which the linear 
scaling does not hold. The radiative forcing of each gas 
also depends on the concentration of species that absorb 
in the same spectral regions (in addition to the distribu­
tion of clouds) . We assume here that the background 
concentrations of other gases remain constant. 

The C02 response function used in this section is 
based on the "Bern" carbon cycle model (see IPCC, 1996) 
run for a constant mixing ratio of C02 over a period of 
500 years ; this is the same response function as used in 
IPCC ( 1996) and is a slight update on that used in WMO 
( 1995). An analytical fit to this response function has 
been derived by L. Bishop (AlliedSignal Inc . ,  U. S . ,  
personal comunication, 1998): 

279400 + 72240t + 730.4t 2 
R(t) = 

279400 + 107000t + 3367t2 + t3 
( l 0-6) 

where t is the time in years . This fits the model output 
with an absolute error of 0.002 1 . 

We have also assumed a different radiative forcing 
per kilogram of C02 compared to previous assessments. 
In previous work (WMO, 1995; IPCC, 1995, 1996) the 
formula used for the radiative forcing due to a pulse of 
C02 was given by 

!lF = 6.3 ln( 1 + �J ( 1  0-7) 

where C0 is the concentration of carbon dioxide before 
the addition ofthe pulse (in ppmv) and E is the magnitude 
of the C02 pulse in (ppmv). Because this formula was 
intended to reproduce the results ofHansen et al. ( 1988), 
but did s o  imperfectly, we wil l  adopt the more 
complicated formula directly from Hansen et al. ( 1988) 

The integral of the response function, which can be used in the generation of GWPs, can be derived from the 
analytical fit using partial fractions such that 

t J R(s)ds = 0.89025 ln(0.34840t + 1) + 13.872 ln(0.034259t + 1) + 7 15.64 ln(0.00029986t + 1). 
0 

1 0.21 



CLIMATE EFFECTS 

Table 10-6. Absolute radiative forcing due to the CFCs, actual and proposed replacements, and 

related species. See footnotes for details of the key and scalings. Molecular weights are included to 
facilitate the calculation of GW Ps on a mass basis . 

Gas Molecular Forcing Notes 
weight (Wm-2 ppbv-1 ) 

Chlorofluorocarbons 

CFC- 1 1  CC13F 1 3 7.37 0.25 $ 
CFC- 1 2  CC12F2 1 20.9 1 0.32 m 
CFC- 1 3  CC1F3 1 04.46 0.25 m 
CFC- 1 1 3  CC12FCC1F2 1 87.3 8 0.30 m 
CFC- 1 14 CCIF2CC1F2 1 70.92 0.3 1 m 
CFC- 1 1 5  CF3CC1F2 1 54.47 0.26 m 

Hydrochlorofluorocarbons 

HCFC-2 1 CHC12F 1 02.92 0. 1 7  c 
HCFC-22 CHC1F2 86.47 0.22 IPCC 
HCFC- 123 CF3CHC12 1 52.93 0.20 IPCC 
HCFC- 1 24 CF3CHC1F 1 3 6.48 0.22 IPCC 
HCFC- 14 1b  CH3CC12F 1 1 6.95 0. 1 4  IPCC 
HCFC-142b CH3CC1F2 1 00.50 0.20 IPCC 
HCFC-225ca CF3CF2CHC12 202.94 0.27 IPCC 
HCFC-225cb CC1F2CF2CHC1F 202.94 0.32 IPCC 

Hydrofluorocarbons 

HFC-23 CHF3 70.0 1 0.20 IPCC 
HFC-32 CH2F2 52.02 0. 1 3  IPCC 
HFC-4 1 CH3F 34.03 0.02 pi 

HFC- 1 25 CHF2CF3 1 20.02 0.23 IPCC 
HFC- 1 34 CHF2CHF2 1 02.03 0. 1 8  c 
HFC- 1 34a CH2FCF3 1 02.03 0. 1 9  IPCC 
HFC- 143 CHF2CH2F 84.04 0. 1 3  IPCC 
HFC- 143a CH3CF3 84.04 0. 1 6  IPCC 
HFC- 1 52 CH2FCH2F 66.05 0.09 pa 
HFC- 1 52a CH3CHF2 66.05 0. 1 3  IPCC 
HFC- 1 6 1  CH3CH2F 48.06 0.03 c 

HFC-227ca CHF2CF2CF3 1 70.03 0.3 1 c 
HFC-227ea CF3CHFCF3 1 70.03 0.30 IPCC 
HFC-236cb CH2FCF2CF3 1 52.04 0.23 c 
HFC-236ea CHF2CHFCF3 1 52.04 0.30 gi 
HFC-236fa CF3CH2CF3 1 52.04 0.28 mean of gi, pi 
HFC-245ca CH2FCF2CHF2 1 34.05 0.23 IPCC 
HFC-245cb CH3CF2CF3 1 34.05 0.26 c 
HFC-272ca CH3CF2CH3 80.08 0.08 IPCC 
HFC-365mfc CF3CH2CF2CH3 1 48.07 0.2 1 b 
HFC-43- 1 Omee CF3CHFCHFCF2CF3 252.05 0.40 IPCC 

1 0.22 
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Table 10-6, continued 

Gas Molecular Forcing Notes 
weight (Wm-2 ppbv-1 ) 

Chlorocarbons 

CH3CC13 1 3 3 .4 1  0 .06 IPCC 
CC14 1 5 3 . 82 0 . 1 0  IPCC 
CHC13 1 1 9 . 3 8  0 .02 IPCC 
CH3C1 50.49 0 .0 1  c, gr 
CH2C12 84.93 0.03 IPCC 

Bromocarbons 

CH3Br 94.94 0 .0 1  c, gr 
CH2Br2 1 73 . 84 0 .0 1 c 
CHBrF2 1 30 .92 0 . 14  c 
Ha1on- 1 2 1 1  CBrC1F2 1 65 . 36  0 . 30  c 
Ha1on- 1 3 0 1  CBrF3 148 .9 1 0 .32 IPCC 

lodocarbons 

CF3I 1 95 . 9 1  0.23 c 
CF3CF2I 245 .92 0.26 c 

Fully fluorinated species 

SF6 146.05 0 .52 ill 

CF4 88 .00 0.08 ill 

C2F6 1 3 8 . 0 1  0.25 ill 

C3Fs 1 88 .02 0.26 r 
c-C3F6 1 50 .02 0 .42 pa 
C4FI O  238 .02 0 .33  r 
c-C4F8 200.03 0 .36  IPCC 
CsF 12 288 .04 0.4 1 r 
C6F t4 338 .04 0.49 r 
NF3 7 1 .00 0 . 1 3  mo 

Hydrofluoroethers and hydrochlorofluoroethers 

HFE- 125  CF30CHF2 1 36 .02 0 .44 mean of c, go, h 

HFE- 1 34 CHF20CHF2 1 1 8 .03 0.45 mean of go, h 

HFE- 143a CH30CF3 1 00 .04 0.27 go 

HFE-227ea CF3CHFOCF3 1 86 .03 0.40 
HCFE-23 5da2 CF3CHC10CHF2 1 84.49 0 . 38  c 
HFE-236ea2 CF3CHFOCHF2 1 68 .04 0.44 
HFE-236fa CF3CH20CF3 1 68 .04 0 .34 
HFE-245cb2 CF3CF20CH3 1 50.05 0 .32 
HFE-245fa1  CHF2CH20CF3 1 50.05 0 .30 
HFE-245fa2 CF3CH20CHF2 1 50.05 0 .3 1 c 
HCFE-253cb2 CHpCF2CHC1F 148 . 5 1 0.26 h 

1 0.23 
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Table 10-6, continued 

Gas Molecular Forcing Notes 
weight (Wm-2 ppbv-1 ) 

Hydrofluoroethers and hydrochlorofluoroethers, continued 

HFE-254cb2 CHF2CF20CH3 1 32.06 0.28 
HFE-263fb2 CF3CH20CH3 1 1 4.07 0.20 

HFE-329mcc2 CF3CF20CF2CHF2 236.03 0.49 
HFE-33 8mcf2 CF3CF20CH2CF3 2 1 8.04 0.43 
HFE-347mcc3 CF3CF2CF20CH3 200.05 0.34 
HFE-347mcf2 CF3CF20CH2CHF2 200.05 0.4 1 
HFE-347mfc2 CF3CH20CF2CHF2 200.05 0.47 h 
HFE-356mec3 CF3CHFCF20CH3 1 82.06 0.30 
HFE-356pcc3 CHF2CF2CF20CH3 1 82.06 0.33 
HFE-356pcf2 CHF2CF20CH2CHF2 1 82.06 0.37 
HFE-356pcf3 CHF2CF2CH20CHF2 1 82.06 0.39 
HFE-3 65mcf3 CF 3CF 2CH20CH3 1 64.07 0.27 
HFE-374pc2 CHF2CF20CH2CH3 1 46.08 0.25 h 

HFE-7 1 00 C4F90CH3 250.06 0.3 1 w 

HFE-7200 C4F90C2H5 264.09 0.30 w 

Other molecules 

(CF3hCF-O-CH3 200.05 0.3 1 
(CF3)2CH-O-CHF2 2 1 8.04 0.4 1 
(CF3)2CH-O-CH3 1 82.06 0.30 

CHF20CF20C2F40CHF2 (H-Galden 1 040x) 300.05 1 .05 c 
-CF20CF20- 1 3 2.0 1 0.42 pa 
CH2=CHCH20CF 2CF2H 1 58.09 0.35 h 
CH30CH3 46.07 0.02 go 

(CF3)3COH 236.03 0.32 
-(CF2)4CH(OH)- 230.05 0.30 
CF3CH20H 1 00.04 0. 1 8  
CF3CF2CH20H 1 50.05 0.24 
(CF3)2CHOH 1 68.04 0.28 

Fluoroamines 
(CF3hNCH3 1 67.05 0.32 
(CF3)2NCF2CHF2 253.04 0.45 
(CF3)2NCH2CF3 235.05 0.42 
(CF3hNCHFCF3 253.04 0.42 
(CF3hNCH2CH3 1 8 1 .08 0.29 

1 0.24 
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Footnotes 

$ See text discussion. 

b From Barry et al. ( 1 997). These are cloudy-sky instantaneous forcings. 

CLIMATE EFFECTS 

c From Christidis et al. ( 1 997). These are cloudy-sky adjusted forcings. They assume 1 ppbv of gas at all 
altitudes. To take account of effect of decreased concentrations in stratosphere, a simple re-scaling is performed 
following Freckleton et al. ( 1 998). For gases whose lifetimes are less than 5 years, the forcing is multiplied 
by 0.8. The factors for other lifetimes are : 5 to 1 0  years, 0.8 ;  10 to 20 years, 0.9 ; 20-200 years, 0.95 ;  >200 
years, 1 .0. (Lifetimes are listed in Tables 1 0-8 and 1 0-9.) 

gi From Gierczak et al. ( 1 996). Their clear-sky instantaneous forcings have been multiplied by 0.8 to yield 
cloudy-sky adjusted forcings, this factor being a typical one for such gases in Pinnock et al. ( 1 995) and 
Myhre and Stordal ( 1 997). 

go From Good et al. ( 1 998). These are cloudy-sky instantaneous forcings; their absolute forcing has been re­
scaled using the revised CFC- 1 1  absolute forcing presented here. 

gr From Grossman et al. ( 1 997). These are cloudy-sky instantaneous forcings. 

h From Heathfield et al. ( 1 998c ). These are cloudy-sky instantaneous forcings derived using the simple method 
ofPinnock et al. ( 1 995). Where lifetimes are available, values have been multiplied by the factors described 
under note c. 

IPCC Molecules whose radiative forcing is unchanged from values given in Table 2.2 of iPCC ( 1 996) except the 
absolute forcing is increased by a factor of 1 . 14  to account for the change in the recommended forcing for 
CFC- 1 1 .  

Molecules taken from Imasu et al. ( 1 995). Their calculations were for a clear-sky midlatitude atmosphere. 
The absolute forcing used here is calculated using their forcing relative to CFC- 1 1  and the revised CFC- 1 1  
absolute forcing presented here. 

m From Myhre and Stordal ( 1 997). These are cloudy-sky adjusted forcings calculated on a 2.5 ' X 2.5 ' latitude­
longitude grid and then globally averaged. 

mo This is a cloudy-sky instantaneous forcing derived from information given in Molina et al. ( 1 995) by K.P. 
Shine using the simple method given in Pinnock et al. ( 1 995). 

pa From Pappasavva et al. ( 1 997) who computed absorption cross sections and used the simple method of 
Pinnock et al. ( 1 995) to derive the clear-sky instantaneous forcing. For c-C3F6 their value is multiplied by 
1 . 1 1 (see note r) ; for other gases their value is used without modification. 

pi Pinnock et al. ( 1 995). These are cloudy-sky adjusted forcings. To account for the decay of the gas concentration 
in the stratosphere, the same scheme as described under note c is used. 

r Roehl et al. ( 1 995). Their absolute cloudy-sky instantaneous forcings are multiplied by 1 . 1 1 to account for 
stratospheric adjustment; this factor is from Myhre and Stordal ( 1 997) for C2F 6 and assumes all the 
perfluorocarbons behave like C2F6 . The application of this factor for C2F6 reduces the discrepancy reported 
in IPCC ( 1 996). 

w Wallington et al. ( 1 997) for HFE-7 1 00 and Christensen et al. ( 1 998) for HFE-7200. These are instantaneous 
cloudy-sky forcings derived using the simple method of Pinnock et al. ( 1 995); values have been multiplied 
by 0.8 to account for the short lifetime, as explained in note c .  

1 0.25 
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(using the conversion factor from temperature to radiative 
forcing reported in IPCC ( 1 990)) : 

t.F = 3 .35(f(C) - f(C0 )) ( 1 0-8) 

where 

f( C) = ln(l + 1 .2 c  + 0.005C2 + 1 .4 x 10 -6 c3 ) 
( 1 0-9) 

We assume a background C02 concentration of364 
ppmv, close to the present-day value (WMO ( 1 995) used 
354 ppmv). For this assumption, this expression agrees 
well with the adjusted cloudy-sky radiative forcing 
calculations ofMyhre and Stordal ( 1 997); see also Myhre 
et al. ( 1 998b). The revised forcing is about 1 2% lower 
than that derived using the original IPCC expression. 
For a small perturbation in C02 from 364 ppmv, the 
forcing is 0.0 1 548 Wm-

2
ppmv- 1 . This value is used in 

the GWP calculations presented here. Because of the 
changes in the C02 response function from WMO ( 1 995) 
and the changes in the C02 forcing per mass, the C02 
AGWPs differ from the values used in WMO ( 1 995) by 
- 1 2%, -9%, and -9% for the 20-, 1 00-, and 500-year time 
horizons, respectively. These decreases in the CO 2 
AGWPs will lead to slightly larger GWPs for other gases, 
in the absence of other changes. The C02 AGWPs 
assumed for this chapter and those assumed in WMO 
( 1 995) are shown in Table 1 0-7. In order to allow 

traceability between different tabulations of GWPs, Table 
1 0-7 also shows the AGWPs using the C02 decay 
function used in WMO ( 1 995) and IPCC ( 1 995) and the 
revised C02 forcing, and the new decay function and 
the original forcing. 

In Tables 1 0-8 and 1 0-9, the direct GWPs (on a 
mass basis) for 88  gases are tabulated for time horizons 
of 20,  1 00,  and 500 years in order to illustrate the 
radiative forcing impact over various integration times. 
The list consists of CFCs,  HCFCs,  HFCs ,  hydro­
chlorocarbons,  bromocarbons,  iodocarbons ,  fully 
fluorinated species ,  fluoroalcohols, and fluoroethers. 
The radiative forcings per kilogram were derived from 
the values given per ppbv in Table 1 0-6. 

The lifetimes come from a variety of sources. 
Where revised recommendations have been made in 
Chapters 1 and 2,  their values are adopted. For most of 
the other gases, the values given in Table 2.2 of IPCC 
( 1 996) are used; these values do not take into account 
the sl ight revision in methyl chloroform lifetime 
discussed in Chapter 2. Exceptions are CH3CF3 (HFC-
143a) (+ 1 1  %) and HFC-236fa (+8%); their increased 
lifetimes result from revised rate constants for reaction 
with OH (De More et al. , 1 997) (and have been scaled 
to the revised OH lifetime for methyl chloroform given 
in Chapter 2). For species not previously listed, lifetimes 
have been taken from Imasu et al. ( 1 995), Christensen 
et al. ( 1 998),  Christidis et al. ( 1 997), Gierczak et al. 

( 1 996), Good et al. ( 1 998), Heathfield et al. ( 1 998b), 

Table 10-7. Absolute Global War�ing Potentials for carbon dioxide for time horizons of 20, 100, and 

�0� years. The value for �he prev1ous A�sessment (W MO, 1995) is also shown, as well as the impact, 
md 1v 1dually , ?f the changes m the C02 forcmg and the response function. Note that the W MO ( 1995) values 
are as used m I PCC ( 1995). The 

_
I PCC ( 1996) report used the revised response function but the old forcing; 

hence the absolute GW Ps used m I PCC ( 1996) are those shown in the final row of this table. 

This work 

WMO ( 1 995) 

Using the revised forcing but the WMO 
( 1 995) response function 

Using the WMO ( 1 995) forcing but the 
revised response function 

Absolute Global Warming Potentials 
(Wm-2 yr ppmv-1 ) 

20-Year 100-Year 500-Year 

0.207 0.696 2.24 1 

0.235 0.768 2.459 

0.209 0.684 2. 1 88 

0.238  0.800 2.576 

1 0.26 
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Table 1 0-8. Direct Global Warming Potentials (mass basis) relative to carbon dioxide (for gases for 
which the lifetimes have been adequately characterized). 

Gas Lifetime Global Warming Potential 
(years ) (Time Horizon in years ) 

20 years 100 years 500 years 

Carbon dioxide C02 See text 
Methane I CH4 1 2.2

* 
(a) 64 24 7.5 

Nitrous oxide
2 

N20 120 (b) 330  360 1 90 

Chlorofluorocarbons 

CFC- 1 1  CC13F 45 (b) 6300 4600 1 600 
CFC- 1 2  CC12F2 1 00 (b) 1 0200 1 0600 5200 
CFC- 1 3  CC1F3 640 (c) 1 0000 14000 1 6300 
CFC- 1 1 3  CC12FCC1F2 85 (b) 6 1 00 6000 2700 
CFC- 1 14 CC1F2CC1F2 300 (a) 7500 9800 8700 
CFC- 1 1 5  CF3CC1F2 1 700 (a) 7 1 00 1 0300 14300 

Hydrochlorofluorocarbons 

HCFC-2 1 CHC12F 2.0 (d) 700 2 1 0  65 
HCFC-22 CHC1F2 1 1 .8 (b) 5200 1 900 590 
HCFC- 123  CF3CHC12 1 .4 (a) 390 1 20 36  
HCFC- 1 24 CF3CHC1F 6. 1 (a) 2000 620 1 90 
HCFC- 1 4 1 b  CH3CC12F 9.2 (b) 2 1 00 700 220 
HCFC- 142b CH3CC1F2 1 8.5 (b) 5200 2300 720 
HCFC-225ca CF3CF2CHC12 2. 1 (a) 590 1 80 55  
HCFC-225cb CClF 2CF 2CHC1F 6.2 (a) 2000 620 1 90 

Hydrofluorocarbons 

HFC-23 CHF3 243 (b) 1 1 700 14800 1 1 900 
HFC-32 CH2F2 5.6 (a) 2900 880 270 
HFC-4 1 CH3F 3.7 (a) 460 140 43 

HFC- 125  CHF2CF3 32.6 (a) 6 1 00 3 800 1 200 
HFC- 1 34 CHF2CHF2 1 0.6 (a) 3400 1 200 370 
HFC-1 34a CH2FCF3 1 3.6 (b) 4 1 00 1 600 500 
HFC- 1 43 CHF2CH2F 3.8 (a) 1 200 370 120 
HFC- 1 43a  CF3CH3 53.5 (d) 6800 5400 2000 
HFC- 1 52 CH2FCH2F 0.5 (d) 1 40 43 1 3  
HFC- 1 52a CH3CHF2 1 .5 (a) 630 1 90 5 8  
HFC- 1 6 1  CH3CH2F 0.25 (i) 33  1 0  3 

HFC-227ea CF3CHFCF3 3 6.5 (a) 5 800 3 800 1 3 00 
HFC-236cb CH2FCF2CF3 1 4.6 (i) 3500 1400 430 
HFC-236ea CHF2CHFCF3 8.1  (j) 3 1 00 1 000 3 1 0  
HFC-236fa CF3CH2CF3 226 (d) 7500 9400 7300 
HFC-245ca CH2FCF2CHF2 6.6 (a) 2300 720 220 

HFC-365mfc CF3CH2CF2CH3 1 0.2 (k) 2600 9 1 0  280 
HFC-43 - 1 0mee CF3CHFCHFCF2CF3 1 7. 1  (a) 4000 1 700 530 

1 0. 2 7  
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Table 10-8, continued 

Gas Lifetime Global Warming Potential 
(years) (Time Horizon in years) 

20 years 100 years 500 years 

Chlorocarbons 

CH3CC13 4 .8  (b) 450 140 42 
CC14 3 5  (b) 2 1 00 1 400 450 
CHC13 0 .5 1 (a) 1 8  5 2 
CH3Cl 1 .3 (b) 55  16  5 
CH2Cl2 0.46 (a) 3 5  1 0  3 

Bromocarbons 

CH3Br 0 .7 (b) 1 6  5 
CH2Br2 0.4 1 (i) 5 < 1 
CHBrF2 7 .0  (i) 1 500 470 1 50 
Halon- 1 2 1 1  CBrClF2 1 1  (b) 3600 1 300 390 
Halon- 1 3 0 1  CBrF3 65 (b) 7900 6900 2700 

Iodocarbons 

CF3I 0 .005 (a) < 1 <<1 

Fully fluorinated species 

SF6 3200 (a) 1 5 1 00 22200 32400 
CF4 50000 (a) 3900 5700 8900 
C2F6 1 0000 (a) 7700 1 1400 1 73 00 
C3F8 2600 (a) 5900 8600 1 2400 
C4FJo 2600 (a) 5900 8600 1 2400 
c-C4F8 3200 (a) 7600 1 1 200 1 6400 
C5F 12 4 1 00 (a) 6000 8900 1 3200 
C6F l4 3200 (a) 6 1 00 9000 1 3200 

Ethers and Halogenated Ethers 

CH30CH3 0 .0 1 5  (e) < 1 << 1 

HFE- 125 CF30CHF2 1 65 (e) 1 3 000 1 5300 1 0000 
HFE- 1 34 CHF20CHF2 29.7 (e) 1 1 800 6900 2200 
HFE- 143a CH30CF3 5 .7  (e) 3200 970 3 00 

HCFE-23 5da2 CF3CHC10CHF2 2 .6  (i) 1 1 00 340 1 1 0 
HFE-245fa2 CF3CH20CHF2 4.4 (i) 1 900 570 1 80 
HFE-254cb2 CHF2CF20CH3 0.22 (h) 86 25 8 

HFE-7 1 00 C4F90CH3 5 .0  (f) 1 300 390 1 20 
HFE-7200 C4F90C2H5 0 .77 (g) 1 90 55 1 7  

1 0.28 
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Table 10-8, continued 

Footnotes 

The methane GWPs include an indirect contribution from stratospheric H20 and 03 production; the values are 
taken from IPCC ( 1 996) and re-scaled to the revised AGWP for C02. 

2 The nitrous oxide GWPs are taken from IPCC ( 1 996) and re-scaled to the revised AGWP for C02. 
* This value for methane is the "adjustment time," which incorporates the effect of an emission of methane on its 

own lifetime (see IPCC, 1 995,  1 996); the value used here is taken from IPCC ( 1 996). 
(a) Taken from IPCC ( 1 996). 
(b) Taken from Chapters 1 and 2 of this report. 
(c) Taken from WMO ( 1 995) .  
(d) Derived by J.S. Daniel using OH reaction rates at 277 K from De More et al. ( 1 997), scaling to an OH lifetime 

for CH3CC13 of 5 . 7  years (see Chapter 2). 
(e) Good et al. ( 1 998) .  

(f) Wallington et al. ( 1 997). 
(g) Christensen et al. ( 1 998) .  
(h) Heathfield et al. ( 1 998b ) .  
(i) Taken from Christidis et al. ( 1 997). 

(j) Gierczak et al. ( 1 996). 
(k) Barry et al. ( 1 997). 

Molina et al. ( 1 995), and Wallington et al. ( 1 997). For 
CHC12F (HCFC-2 1 )  and CH2FCH2F (HFC- 1 52) the 
lifetime was calculated from the rate constant for reaction 
with OH (from De More et al. , 1 997) scaled to the rate 
constant for the reaction of CH3CC13 and OH at 277 K 
(following the method of Prather and Spivakovsky 
( 1 990)), using the revised methyl chloroform lifetime 
from Chapter 2; it is assumed that reaction with OH 
is the dominant loss mechanism. For many of the 
fluoroethers, lifetimes have not been derived from 
laboratory measurements of the reaction rate with OH, 
but have been estimated by various other means. For 
this reason, the lifetimes, and hence the GWPs,  are 
considered to be much less reliable, and so these gases 
are listed separately in Table 1 0-9 .  NF 3 is also listed in 
Table 1 0-9, because, although its photolytic destruction 
has been characterized, other loss processes may be 
significant but have not yet been characterized (Molina 
et al. , 1 995) .  Note also that some gases, for example, 
trifluoromethyl iodide (CF 3I) and dimethyl ether 
(CH30CH3) have very short lifetimes (less than a few 
months) ; GWPs for such short-lived gases need to be 
treated with caution, because the gases are unlikely to 
be evenly distributed globally, and hence estimates of, 
for example, their radiative forcing using global-mean 
conditions, may be subject to error. 

1 0.29 

Uncertainties in the lifetimes of CFC- 1 1  and 
CH3CC1 3  are thought to b e  ab out 1 0% ,  while 
uncertainties in the lifetimes of gases obtained relative 
to CFC- 1 1  or CH3CC13 are somewhat larger (20-30%) 
(WMO, 1 995) .  Uncertainties in the radiative forcing per 
mass of the majority of the gases considered in Table 
1 0-6 are approximately ± 1 0%. IPCC ( 1 996) suggested 
typical uncertainties of ±35% for the GWPs, and we 
retain this uncertainty estimate for gases listed in Table 
1 0-8 .  In addition to uncertainties in the C02 forcing per 
kilogram and in the response function, AGWPs of C02 
are affected by assumptions concerning future C02 
abundances. Saturation of absorption features at various 
wavelengths causes the radiative forcing due to a pulse 
of C02 to depend on the assumed background con­
centrations of C02. Furthermore, as the background C02 
concentrations change ,  the pulse response function 
changes as well. In spite of these dependencies on the 
choice of a future C02 scenario, it remains likely that 
the error introduced by these assumptions is smaller 
than the uncertainties introduced by our imperfect 
understanding of the carbon cycle (WMO, 1 995;  IPCC, 
1 996). Finally, although any induced error in the C02 
AGWPs will certainly affect the non-C02 GWPs, it will 
not affect intercomparisons among non-C02 GWPs. 
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Table 10-9. Direct Global Warming Potentials (mass basis) relative to carbon dioxide (fo r gases fo r 
which the lifetime has been determined only via indi rect means, rathe r than labo rato ry measu rements, o r  
fo r which there is unce rtainty ove r the loss p rocesses). 

Gas Lifetime Global Warming Potential 
(years) (Time Horizon in years ) 

20 100 500 

NF3 740 (a) 7700 1 0800 1 3 1 00 

HFE-227ea CF3CHFOCF3 1 1  (b) 4200 1 500 460 
HFE-236ea1 CF3CHFOCHF2 5.8 (b) 3 1 00 960 300 
HFE-236fa CF3CH20CF3 3. 7 (b) 1 600 470 1 50 
HFE-245cb2 CF3CF20CH3 1 .2 (b) 540 1 60 50 
HFE-245fa1  CHF2CH20CF3 2.2 (b) 940 280 86 
HFE-263fb2 CF3CH20CH3 0. 1 (b) 37  1 1  3 

HFE-329mcc2 CF3CF20CF2CHF2 6.8 (b) 2800 890 280 
HFE-33 8mcf2 CF3CF20CH2CF3 4.3 (b) 1 800 540 1 70 
HFE-347mcc3 CF3CF2CF20CH3 1 .3 (b) 470 140 43 
HFE-347mcf2 CF3CF20CH2CHF2 2.8 (b) 1 200 360 1 1 0 
HFE-356mec3 CF3CHFCF20CH3 0.94 (b) 330 98 30  
HFE-356pcc3 CHF2CF2CF20CH3 0.93 (b) 360 1 1 0  3 3  
HFE-356pcf2 CHF2CF20CH2CHF2 2.0 (b) 860 260 80 
HFE-356pcf3 CHF2CF2CH20CHF2 1 .3 (b) 590 1 80 55  
HFE-365mcf3 CF3CF2CH20CH3 0.1 1 (b) 3 8  1 1  4 
HFE-374pc2 CHF 2CF 20CH2CH3 0.43 (b) 1 60 47 14 

(CF3)2CFOCH3 3.5 (b) 1 1 00 340 1 1 0  
(CF3)2CHOCHF2 3. 1  (b) 1 200 370 1 1 0  
(CF3)2CHOCH3 0.25 (b) 88  26 8 

CHF20CF20C2F40CHF2 (H-Ga1den 1 040x) 48 (c) 1 2200 9300 3300 

-(CF2)4CH(OH)- 0.85 (b) 240 70 22 
CF3CH20H 0.46 (b) 1 80 52 1 6  
CF3CF2CH20H 0.43 (b) 1 50 43 1 4  
(CF3hCHOH 1 .4 (b) 500 1 5 0  46 

(a) Molina et al. ( 1 995). 
(b) Imasu et al. ( 1 995). 
(c) Christidis et al. ( 1 997). 

1 0.30 



1 0.4.4.3 INDIRECT GWPs 

Some trace species can exert a radiative forcing 
by their involvement in chemical reactions that alter the 
concentrations of other radiatively active gases. This 
forcing is referred to as an "indirect" forcing because 
the radiative change is caused by another species that is 
chemically perturbed by the presence of the trace gas, 
and not by absorption and emission of radiation by the 
trace gas itself. While direct GWPs are usually believed 
to be known reasonably accurately (±3 5%), indirect 
GWPs can be highly uncertain. 

Methane 
Four types of indirect effects due to the presence 

of atmospheric methane have been identified. The largest 
effect is potentially the production of ozone. This effect 
is difficult to quantify, however, because the magnitude 
of ozone production is highly dependent on the abun­
dance and distribution of NOx (IPCC, 1 996). Other 
indirect effects include the production of stratospheric 
water vapor, the production of carbon dioxide (from cer­
tain methane sources), and the increase in the methane 
adjustment time resulting from its coupling with OH 
(Briihl, 1 993 ; Lelieveld and Crutzen, 1 992; Prather, 1 994, 
1 996;  IPCC 1 996). Because no additional calculations 
of the CH4 GWPs have been presented since IPCC 
( 1 996), we adopt their values with a correction for our 
different C02 AGWPs. It should be noted that the cli­
mate forcing caused by C02 produced from the oxida­
tion of CH4 is not included in these GWP estimates. As 
discussed in IPCC ( 1 996), it is often the case that this 
C02 is included in national carbon production inven­
tories. Therefore, depending on how the inventories are 
combined, including the C02 production from CH4 could 
result in "double counting" the radiative forcing of this 
C02. 

Carbon Monoxide 
Carbon monoxide leads to indirect radiative effects 

that are similar to those of methane. Unlike methane, 
however, the direct radiative forcing is likely to be 
significantly smaller than its indirect forcing (Evans and 
Puckrin, 1 995 ;  Sinha and Toumi, 1 996 ;  Daniel and 
Solomon, 1 998). An atmospheric pulse of CO can lead 
to the production of ozone, with the magnitude of ozone 
formation dependent on the amount ofNOx present. As 
with methane, this effect is quite difficult to quantify 
due to the highly variable and uncertain NOx distribution 
(Emmons et al. , 1 997). The emission of CO also perturbs 
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OH, which can then lead to an increase in the CH4 
concentration (Prather, 1 996 ;  Daniel and Solomon, 
1 998). Finally, the oxidation of the CO from fossil fuel 
emission by reaction with OH results in the formation of 
C02. Because of the difficulty in accurately calculating 
the amount of ozone produced by the addition of a pulse 
of CO, an accurate estimate of the entire indirect forcing 
of CO would most likely require a 3 -D model. Because 
of the difficulties in calculating a CO GWP, we mention 
here only that Daniel and Solomon ( 1 998), using a box 
model, have estimated an upper limit of 4 for the CO 
indirect GWP for the 1 00-year time horizon; it is likely 
that the actual value is closer to their lower limit of 1 .  
A s  with CH4, the production o f  C02 from oxidized CO 
can lead to double counting of this C02 and is therefore 
not considered in these estimates. 

Halocarbons 
In addition to their direct radiative forcing, chlo­

rinated and brominated halocarbons can lead to a 
significant indirect forcing through their destruction of 
stratospheric ozone. By destroying stratospheric ozone, 
itself a greenhouse gas, halocarbons are likely to induce 
a negative indirect forcing that counteracts some or 
perhaps all, in certain cases, of their direct forcing. 
Quantifying the magnitude of the negative indirect 
forcing is quite difficult for several reasons. As discussed 
in Section 1 0.3 , the negative forcing arising from the 
ozone destruction is highly dependent on the altitude 
profile of the ozone loss. Furthermore, the additional 
radiative effects due to enhanced tropospheric OH are 
potentially important and similarly difficult to quantify 
(Section 1 0.3 .4 ). While recognizing these uncertainties, 
estimates have been made of the net radiative forcing 
due to particular halocarbons, which can then be used to 
determine net GWPs (including both direct and indirect 
effects). This was done by Daniel et al. ( 1 995), where it 
was shown that if the enhanced tropospheric OH effect 
were ignored, and the negative forcing due to ozone loss 
during the 1 980s was -0.08 Wm-

2
, the net GWPs for the 

bromocarbons were significantly negative, illustrating 
the impact of the negative forcing arising from the 
bromocarbon-induced ozone depletion. While the effect 
on the chlorocarbon GWPs was less pronounced, it was 
significant as well. In Table 1 0- 1 0  we have updated the 
indirect GWP results from Daniel et al. (constant-alpha 
case A) (but with the alpha increased from 40 to 60; see 
Chapter 2) to reflect the updated forcing and response of 
C02 and to account for an uncertainty in the 1 980- 1 990 
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Table 1 0-1 0. Net Global Warming Potentials (mass basis) of selected halocarbons. ( Updated from 
Daniel et a!., 1 995 . )  

Species Time Horizon = 2010 
(20 years ) 

Direct Min Max 

CFC- 1 1  6200 -840 5090 
CFC-12  1 0200 6720 9650 
CFC- 1 1 3  6 1 00 1 970 5450 
CH3CC13 450 -2370 0 
CC14 2 1 00 -6530  740 
HCFC-22 5200 4330  5060 
HCFC- 1 23 390 -90 3 1 0  
HCFC- 1 24 2000 1 5 1 0  1 920 
HCFC- 1 4 lb 2 1 00 -70 1 760 
HCFC-1 42b 5200 4300 5060 
Halon- 1 3 0 1  7900 -99850 -9 1 1 0  

ozone radiative forcing of -0.03 to -0. 1 9  Wm-
2
. If the 

Daniel et al. analysis had considered the OH indirect 
effects, the GWPs in Table 1 0- 1 0  would be further 
reduced. 

1 0.5 PERSPECTIVE: THE NET EFFECT OF 

OZONE AND HALOCARBON CHANGES 

AND COMPARISONS WITH OTHER 

FORCINGS 

As has been discussed in, for example, IPCC 
( 1 995,  1 996) and Hansen et al. ( 1 997c ), there are a large 
number of ways in which human activity may affect 
radiative forcing. In addition to the effects of the well­
mixed greenhouse gases and ozone, changes in aerosol 
concentrations resulting from fossil-fuel and biomass 
burning and changes in land use can all cause a radia­
tive forcing both directly, by altering the scattering and 
absorbing properties of the atmosphere, and indirect­
ly, via changes in cloud properties. Changes in solar 
irradiance and explosive volcanic eruptions also con­
tribute. 

The global-mean forcing due to well-mixed 
greenhouse gases is  about 2 .25  to 2 . 5  Wm"

2 
since 

preindustrial times (e .g . ,  IPCC, 1 996 ;  Myhre et al. , 

1 998b ). Although this is several times the forcing due 
to ozone change ,  the ozone effects are significant. 
Changes in tropospheric ozone may enhance this forcing 
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Time Horizon = 2090 
(100 years ) 

Direct Min Max 

4600 - 1 680 3 6 1 0  
1 0600 6900 1 0020 
6000 1 740 5330  

140 -750 0 
1400 -5850 260 
1 900 1 500 1 840 

1 20 0 1 00 
620 450 590 
700 - 1 3 0  570 

2300 1 740 22 1 0  
6900 -97030 -95 1 0  

by 1 0  to 1 5% and, at the upper end o f  its uncertainty 
range, it may be of similar importance to methane, which 
is the second most important contributor to the well­
mixed greenhouse gas forcing (with about 0 . 5  Wm"

2 

since preindustrial times). 
In addition, the tropospheric ozone forcing is of a 

similar size, but opposite sign, to many recent estimates 
of the direct forcing due to sulfate aerosols (see, e .g . ,  
IPCC 1 996; van Dorland et al. , 1 997;  Feichter et al. , 

1 997; Chuang et al. ,  1 997) . (The indirect forcing due to 
the impact of increased aerosols on cloud properties is 
highly uncertain but may be as negative as - 1 . 5 Wm-

2 

(e.g . ,  IPCC, 1 996; Feichter et al. , 1 997; Chuang et al. , 

1 997).) The direct effect of sulfate aerosols has been 
included in several studies that have attempted to attribute 
climate changes to human activity (e .g . ,  Santer et al. , 

1 996; Tett et al. , 1 996; Mitchell et al. , 1 995 ;  Haywood 
et al. , 1 997) whereas tropospheric ozone has not. Further, 
black carbon from fossil fuel and biomass burning may 
cause a significant positive forcing of a similar size (at 
least on a global-mean basis) but opposite sign to the 
sulfate aerosol effect (e .g . ,  IPCC, 1 996;  Haywood and 
Ramaswamy, 1 998 ;  Hansen et al. , 1 997c), and other 
components of the aerosol population may be significant 
(see, e .g . ,  Tegen et al. , 1 997). The direct effect of all 
aerosols may be much smaller than the effect of sulfate 
alone. Hence, the inclusion of changes in tropospheric 
ozone seems likely to be as important as the direct effect 



of aerosols in studies attempting to detect and attribute 
the effect of human activity on climate. 

The radiative forcing due to stratospheric ozone 
change is of a similar magnitude but opposite sign to the 
tropospheric ozone forcing. While it is important at the 
1 0% level compared to the well-mixed greenhouse gas 
forcing since preindustrial times, as has been pointed 
out in earlier assessments, its importance over the shorter 
term may be considerably greater, given that most of its 
effect has occurred over the two most recent decades. 
The forcing since the late 1 970s due to the well-mixed 
greenhouse gases is about 0.5 wm-

2
, so the ozone loss 

may have offset about 30% of this forcing. The ozone 
forcing constitutes an even higher proportion of the 
forcing due to the halocarbons that lead to the ozone 
loss. The total direct forcing from the halocarbons is 
about 0.25 Wm-

2 
(see, e.g., IPCC, 1 996), so our midrange 

estimate of the stratospheric ozone forcing offsets about 
80% of this. 

With the exception of HCFC-22, all the halo­
genated replacements are currently present in concen­
trations of only pptv, or less, so their contribution to 
radiative forcing is currently negligible. Using the 
global-mean concentrations from Chapter 2 and the 
forcings per ppbv from Table 1 0-6, the forcing due to 
HCFC-22 is about 0.025 Wm-

2 
(IPCC, 1 996), which is 

about an order of magnitude lower than the current 
contributions from all the CFCs. The total contribution 
using the 1 996 concentrations of CH3CC1F2 (HCFC-
1 42b), CH3CC12F (HCFC- 1 4 1 b),  and HFC- 1 34a, from 
Chapter 2, gives a forcing of just a few thousandths of a 
Watt per square meter. Similarly the contributions from 
sulfur hexafluoride (SF 6) and the perfluorocarbons, using 
concentrations from Chapter 1 ,  sum to less than 0.0 1 Wm-

2
. 

The contribution from perfluoromethane (CF4) is re­
duced from that given in IPCC ( 1 996) because it was 
assumed there that the preindustrial concentration was 
zero whereas, as discussed in Chapter 1, there is evidence 
that the preindustrial concentration was 40 pptv (com­
pared to a present-day concentration of about 70 pptv). 

As reported in Chapters 1 and 2, the growth rate 
for many of the replacement species is high and their 
contribution to the rate of change of forcing is somewhat 
higher than their contribution to the cumulative forcing. 
For example, for SF 6, the forcing is about 0. 1 %  of the 
forcing due to C02 since preindustrial times,  but its 
current rate of change of forcing is 0.4% of the current 
rate of change of forcing due to C02• The values for 
CHF3 (HFC-23) and CF4 are similar. 
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Looking into the future, based on the estimates of 
the greenhouse gas concentrations in the 2 1 st century 
from IPCC Scenario IS92a, as reported in IPCC ( 1 996), 
the contribution of the HFCs would rise to 0.23 wm-

2 

by the year 2 1 00, which can be compared to a total 
forcing from greenhouse gases, using the same scenario, 
of about 6 Wm-

2
. These scenarios are, of course, highly 

uncertain given the nature of many of the underlying 
assumptions. The contributions due to the HCFCs after 
reaching a peak, at about double current levels, in around 
2005, are expected to fall to zero by 2 1 00, as a result of 
their phaseout under the terms of the Montreal Protocol 
and its Amendments. The contribution of CFCs is 
expected to fall to less than 0.1 wm-

2 
by 2 1 00. 

In conclusion, changes in ozone are an important 
contributor to the overall radiative forcing picture, and 
refinement of our understanding of these forcings will 
be important if our understanding of the wider impact of 
human activity on the climate is to be understood. 
Although stratospheric ozone depletion has partly off­
set the effects of any greenhouse-gas-induced forcing 
over the past decade, it may not continue to do so. If 
ozone recovers as is anticipated (see Chapter 1 2), the 
decadal increase in forcing due to the ozone recovery 
may, in the early part of the next century, enhance, by 
about 1 0%, the decadal increase in forcing due to the 
other greenhouse gases (Solomon and Daniel, 1 996). 
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