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CHAPTER 12 

PREDICTING FUTURE OZONE CHANGES AND DETECTION OF RECOVERY 
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PREDICTING THE FUTURE OZONE LAYER 

SCI ENTIFIC SUM MARY 

A range of models has been used to investigate future changes in ozone in response to changing atmospheric 

emissions of source gases and greenhouse gases. A significant advance is the use of three-dimensional (3 -D) models 

in these studies. The detection of the beginning of recovery of ozone (where recovery is defined as the response of 

ozone to reductions in chemical ozone loss due to the halogens) is considered for the first time in this Assessment. 

All other things being equal, stratospheric ozone levels should rise as the halogen loading falls in response 

to regulation. However, the future behavior of ozone will also be affected by the changing atmospheric abundances 

of methane (CH4), nitrous oxide (N20), sulfate aerosol, and changing climate. Thus, for a given halogen loading 

in the future, the atmospheric ozone abundance will not be the same as found for that loading in the past. 

Because of these additional factors, observation of the beginning of ozone recovery is expected to be delayed 

beyond the time of maximum stratospheric halogen loading. 

Model predictions of future ozone 

Ten two-dimensional (2-D) models were used to investigate the response of ozone to past and future changes in 

halogen loading as well as CH4, N20, and sulfate aerosol. The models provide a reasonable representation of the 

general structure of recent observed local and column ozone trends, giving credence to their ability to represent 

future ozone change. 

- In integrations to 2050, excluding the possibility of major volcanic eruptions in the future, the lowest global 

ozone is predicted to have occurred in the years immediately following the eruption ofMt. Pinatubo in 1 99 1 .  

- After 2000, ozone levels are predicted to recover slowly toward their pre- 1 980 values. The modeled recovery 

depends sensitively on the emission scenarios for the halogens, and for CH4, N20, and sulfate aerosol density. 

- Increases in future CH4 will shorten the recovery period. Increases in N20 and sulfate aerosol surface area 

density will extend the recovery period. In one model that tested the effects of projected future C02 in­

creases, the recovery period was shortened. 

- The methane scenario used here as a baseline had a lower growth rate than in previous Assessments and 

lengthened the modeled ozone recovery significantly. Understanding the methane trend is an important 

priority for understanding the future ozone recovery. 

- Model simulations show that future volcanic events at low inorganic chlorine (Cly) abundances will not 

significantly affect the rate of recovery. 

Polar ozone loss in recent Northern Hemisphere winters has demonstrated a large dependence on meteorological 

conditions, and especially temperature. Those winters with the lowest polar lower stratospheric temperatures 

have shown largest ozone losses. Recovery of ozone is evidently strongly dependent on meteorological condi­

tions . 

Advances in computing power have allowed the first simulations of future ozone using coupled 3 -D models .  

- Three-dimensional models highlight that future Arctic ozone loss is very sensitive to changes in the strength, 

frequency, and timing of sudden warnings.  

12. 1 
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- Three-dimensional models suggest that recovery of Arctic ozone is likely to be delayed past the maximum in 

stratospheric chlorine abundances and beyond that predicted by 2-D models. For example, coupled chemistry­

climate models show greater ozone depletion in the Arctic in 20 1 5  than 1 995 .  The single model that has 

predicted trends out beyond 20 1 5  shows a recovery of Arctic ozone beginning in the 2020s. 

- Model simulations indicate that observations of the onset of ozone recovery from halogen-induced depletion 

should be possible earlier in the Antarctic than in the Arctic .  

- At high latitudes throughout the stratosphere, there are considerable differences in the temperature response 

of general circulation models (GCMs) to increasing greenhouse gases that are associated with differences in 

modeled circulation changes .  

- Further validation of stratospheric GCMs is  necessary for them to reach a consensus on predictions of chemistry­

climate interactions in the stratosphere such as that now seen in predictions of surface parameters by climate 

models .  

Detection of recovery 

Observation of the beginning of ozone recovery, defined as the unambiguous detection of an increase toward 

pre- 1 980 ozone values,  will be possible in the Antarctic before either the Arctic or midlatitudes. This is due to 

at least two factors : the smaller degree of variability in the Antarctic ozone loss phenomenon and the relatively 

smaller effect that future climate change will have on ozone loss in Antarctica. 

Antarctic ozone recovery indicators that have been identified include the geographical extent of the ozone hole 

region as measured by the 220-Dobson unit (DU) ozone contour, the total column ozone during October at South 

Pole and Halley stations, the amount of ozone depletion at the top of the ozone hole, in the 22-24 km region 

where the depletion chemistry is not saturated, and the rate of ozone decline during September in the 1 2-20 km 

region of maximum polar stratospheric cloud formation. 

Comparison of modeled ozone recovery with observations, and taking into account ozone variability, suggests 

that the beginning of recovery of the Antarctic ozone hole will likely not be detected before about 2020. The 

onset of the recovery of the bulk of the global ozone layer may possibly not be unambiguously detected before 

2030 .  Because of the large uncertainties in model predictions associated with changes in CH4, N20,  sulfate 

aerosol, and climate, these estimates are likewise uncertain; however, it is clear that the onset of ozone recovery 

will be delayed beyond the maximum in stratospheric halogens . 

A pre-recovery period, defined as a cessation of the worsening of global ozone depletion, may be observed 

during the next decade; however, a major volcanic eruption during this period would cause stratospheric chemi­

cal perturbations that would result in a further decline in ozone for several years . Over the longer term, future 

major volcanic eruptions occurring at decadal intervals would not be expected to alter eventual ozone layer 

recovery. 

Recovery of ozone from the effects of chlorine may be observed at an earlier time in the 40-km region, where the 

chemistry affecting ozone is relatively simple and volcanic effects are absent. However, climate change will 

likewise cause an increase in ozone in this region, possibly masking ozone recovery. In addition, because ozone 

in this region contributes only a few percent to the total column, observation of recovery at 40 km should not be 

interpreted as evidence for the recovery of the global ozone layer. 

12.2 



12.1 I NTRODUCTION 

It is now well established that stratospheric ozone 

depletion has arisen as a consequence of the emission 

into the atmosphere of various chlorine- and bromine­

containing compounds, whose production and emission 

are now regulated by the Montreal Protocol and its 

various Amendments .  In consequence ,  as these  

compounds are slowly removed from the atmosphere, 

we should expect the ozone layer to recover. In this 

chapter we will examine two aspects of the recovery. 

First, in Sections 12 .2  and 12 . 3 ,  we discuss the range of 

factors that influence the atmospheric abundance of 

ozone and investigate how their changes may modify 

the expected recovery. Second, in Section 1 2 .4 we 

consider possible measurement strategies that would 

allow us to make an early detection of the recovery of 

the ozone layer. Early detection is important because it 

would allow us to confirm our present understanding of 

stratospheric ozone and would indicate that the 

production and emission regulations were having the 

desired effect. 

It i s  important to establish what is meant by 

"recovery." One definition, implicit in earlier studies, is 

that full recovery occurs when chlorine loading returns 

to 2 parts per billion by volume (ppbv), considered to be 

the loading when the Antarctic ozone hole was first 

apparent . Also  implicit  in this definition is the 

assumption that, as chlorine loading grows and then 

decays, each value of chlorine loading corresponds 

uniquely to a single ozone value. However, we must 

recognize that many factors, in addition to halogen 

loading, influence the ozone distribution. Many of these 

factors are also changing with time. For example, the 

atmospheric concentrations of many greenhouse gases 

are changing, with consequent impacts on transport, 

temperature, and ozone chemistry. Thus,  were the 

halogen loading to return to 2 ppbv, the atmosphere 

would differ from that of the late 1 970s and, accordingly, 

the level of ozone may not be the same as then. In reality, 

"recovery" will be to a different global ozone distribution. 

In this chapter, when we consider recovery, and 

the detection of recovery, we are concerned specifically 

with the way the atmosphere will respond ("recover") to 

the reduction of halogen loading as a result of the 

Montreal Protocol. In detecting recovery (and especially, 

in attempting to make an early detection of recovery) 

we will investigate strategies that will allow the expected 

impact of reduced halogen loading on ozone to be 

observed and confirmed. 

12. 3 
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In the next two sections of this chapter we will present 

the results of recent modeling studies of future ozone change 

arising both from changing halogen loading and from other 

factors. In the final section we will use observational 

experience combined with these theoretical studies to 

suggest possible measurement strategies for the detection 

of recovery and attempt to estimate when the beginning 

of recovery might be observed. 

We now know unequivocally that ozone i s  

destroyed in  middle and high latitudes by reactions 

involving chlorine and bromine radical species, but that 

the loss depends not just on the abundance of those 

species but also on a number of other dynamical and 

chemical factors . In polar latitudes the destruction 

depends critically on temperature. Temperatures must 

fall sufficiently to allow heterogeneous reactions to 

convert the halogens into active forms. A further fall of 

temperature (as seen every year in the Antarctic but only 

infrequently in the Arctic) leads to permanent removal 

of the oxides of nitrogen to lower altitudes,  a process 

that maintains ozone depletion for a longer period. These 

processes depend in a highly nonlinear fashion on 

atmospheric temperature : a small fall (rise) in tem­

perature under certain conditions can lead to a large 

increase (decrease) in the rate of ozone destruction. A 

downward trend in lower stratospheric temperatures is 

now established, as discussed in Chapter 5 .  Below in 

Section 12 .2  we investigate how this could impact future 

levels of stratospheric ozone. 

The changes in stratospheric temperature may have 

arisen as a result of the increase in greenhouse gas 

abundance in the atmosphere as well as changes in ozone 

itself. Several of the greenhouse gases (e.g . ,  nitrous oxide 

(N20), methane (CH4)) are also important as sources of 

stratospheric radical species whose  changing con­

centrations will have an impact on stratospheric 

chemistry. This is also investigated in Section 12 .2 .  

The understanding of the observed ozone decline 

in middle latitudes has developed significantly in 

recent years (see Chapter 7) .  Precise quantification 

of the contribution of  different processes  is  still 

controversial, but it is clear that stratospheric aerosol 

p lays an important role, chemically and poss ibly 

dynamically. The impact of changing aerosol levels 

i s  also considered in Section 1 2 .2 .  

In  addition to  changes in  those  atmospheric 

properties that can alter the rate of chemical processes 

(species abundance, surface area of particles,  tem­

perature) ,  there is also a fundamental dependence on the 
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atmospheric circulation. The amount of ozone in the 

atmosphere depends on the speed with which ozone is 

moved from its source to its sink (or from regions with 

short to long photochemical time constants (see, for 

example, Brewer and Wilson, 1 968)). Thus changes in 

the circulation, from whatever cause ,  could lead to 

changes in ozone abundance, a further point that we 

discuss in Section 12.2. 

Some other anthropogenic influences on ozone are 

considered very briefly in Section 12.3. These include 

the increasing emissions from sub- and supersonic 

aircraft and the possible role of various rocket launchers. 

We note that the Intergovernmental Panel on Climate 

Change (IPCC) is assembling a special report on avia­

tion and the environment (IPCC, 1 999). That report will 

provide a detailed assessment. Accordingly the dis­

cussion presented here has not attempted to duplicate 

that major effort. 

12.2 CALCULATION OF FUTURE OZONE 
CHANGE 

This section will first present calculations of ozone 

loss versus time, based on a scenario of future halogen 

loading. The basic scenario considered is essentially A3 

of Chapter 1 1  of this Assessment, which describes the 

maximum halogen loading of the atmosphere, following 

maximum allowed production of ozone-depleting 

substances under the Montreal Protocol. We will then 

consider the question of the uncertainty in the calculated 

ozone layer response to possible feedbacks in the system, 

e.g., changing temperature or changing levels of source 

gases (CH4, H20, N20, etc.). The calculations will be 

based on a range of models, from two-dimensional (2-D) 

models to fully coupled chemical-radiative-dynamical 

models that are now becoming available. The uncertainty 

issue will be considered again later in Section 12.4, where 

we consider the detection of the ozone layer recovery. 

Two-dimensional models have been widely used 

for assessment studies for many years. Their formulation 

has continued to advance, and they represent ideal tools 

for a range of studies of stratospheric change over long 

time periods. In this Assessment, in Section 12.2. 1 ,  the 

2-D model calculations of the global, decadal behavior 

of ozone are emphasized. Three-dimensional (3 -D) 

chemical transport models (CTMs), with circulations 

forced by meteorological analyses,  have been used 

increasingly in recent years. Here, in Section 12.2.2, 

they are used to study the sensitivity of Arctic ozone 
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loss to meteorological conditions. Finally, long-term 

asses sment of the coupled  strato spheric system 

requires 3 -D circulation models that include detailed 

descriptions of chemistry. Such models are now being 

developed. Generally, they have not yet been run for 

suffi c i ently long  per iods  (nor have they b e e n  

sufficiently validated) t o  assess the long-term trend 

in global ozone. However, they have been applied to 

studies of polar ozone loss ,  with boundary conditions 

appropriate to the next decade or so, and these polar 

studies are discussed in Section 1 2.2.3.  

12.2.1 Ozone Change Calculated by 2-D 
Models 

As reported in the Scientific Assessment of Ozone 

Depletion: 1994 (WMO, 1 995), nine 2-D models were 

used to derive the ozone trend from 1 980 up to the year 

2050. These models generally all predicted maximum 

ozone depletion between 1 995 and 2000, consistent with 

the imposed surface chlorine source gas abundance. 

However, during this period, the differences in the 

magnitudes of the individual model-derived ozone 

depletions were substantial. This difference was am­

plified in Northern Hemisphere high latitudes, where 

ranges in ozone depletion varied by a factor of 2. In 

addition, one very striking result from that Assessment 

was the model-derived variations in the rate of ozone 

recovery. Some models did not recover to the 1 980 ozone 

abundance until 2050, while others reached the 1 980 

ozone abundance as  early as 2020. These 2-D cal­

culations will be reassessed here in models including the 

latest developments in dynamical formulation and in gas­

and heterogeneous-phase chemistry. 

The stratosphere is a highly coupled system and, 

for example, the ozone distribution depends on the 

distribution of many other species and on the strat­

ospheric temperature and circulation. The sensitivity of 

halogen-induced ozone perturbations to changes in these 

other parameters has been considered by many authors 

in the past (see, for example, WMO, 1 986). Recently, 

Velders ( 1 997) used the Netherlands National Institute 

of Public Health and the Environment (RIVM) 2-D 

model to investigate the sensitivity of ozone recovery to 

assumptions about concurrent changes in halocarbons, 

CH4, N20, and temperature trends. The base scenario 

IS92a (IPCC, 1 996), used within the context of the model, 

recovered to 1 980 ozone abundances around the year 

2065. This calculation did not include the change in 

stratospheric temperature caused mainly by increases in 
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Table 1 2-1 . The 2-D models participating in the Assessment. 

Model Name Institution 

AER Atmospheric and 
Environmental Research 
Inc . ,  U.S. 

CAM University of 
Cambridge, U.K. 

CSIRO Commonwealth Scientific 
and Industrial Research 
Organization, 
Telecommunications and 
Industrial Physics, Australia 

GSFC Goddard Space 
Flight Center, U.S. 

LLNL Lawrence Livermore 
National Laboratory, U.S. 

MPIC Max-Planck-Institute 
for Chemistry, Germany 

OSLO University of Oslo, 
Norway 

RIVM National Institute of 
Public Health and the 
Environment, Netherlands 

SUNY SPB State University of 
New York at Stony Brook, 
U.S., and Russian State 
Hydrometeorological Institute, 
St. Petersburg, Russia 

UNIVAQ University of L' Aquila, Italy 

C02 emissions . When the chemical effect of this 

temperature change is considered, the recovery of ozone 

to 1 980 levels occurs earlier, in the year 2040. In an 

extreme case where CH4 and N20 abundances and 

temperature were held constant at 1 990 conditions, while 

allowing CFCs to trend following IS92a, the model­

derived ozone recovery occurred in 2080.  Results of 

the model simulation described above highlight the 

importance of understanding, within the context of multi­

dimensional models ,  the interactions that individual 

source gases, like CH4 and N20, and temperature change 
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Investigators References 

M. Ko, D .  Weisenstein, Weisenstein et al. , 
and C. Scott 1 998  

S .  Bekki and J. Pyle Bekki and Pyle, 
1 994 

K. Ryan, I .  Plumb, Randeniya et al. , 
P. Vohralik, and L. Randeniya 1 997 

C.  Jackman, E.  Fleming, Jackman et al. , 
and D .  Considine 1 996a 

P. Connell and D .  Kinnison Kinnison et al. , 
1 994 

C. Briihl, J. GrooB, GrooB et al. ,  
and P. Crutzen 1 998  

I .  Isaksen and B .  Rognerud Zerefos et al. , 
1 997 

G.J.M. Velders Velders 1 995 ;  Law 
and Pyle, 1 993 

S .  Smyshlyaev, V. Dvortsov, Smyshlyaev and 
V. Yudin, and M. Geller Yudin, 1 995 

G. Pitari, B .  Grassi, Pitari et al. , 
and G. Visconti 1 993 

have on the overall ozone recovery. In general, CH4 

increases tend to mitigate halogen influence on ozone 

by converting halogen odd-oxygen loss radicals to 

reservoir species, therefore reducing the ozone recovery 

time (WMO, 1 995;  Jackman et al. , 1 996a; Velders, 1 997). 

Increases in N20 have the opposite effect on ozone. Here, 

N20 increases will increase the abundance of nitrogen 

oxides (NOx) in the stratosphere, increasing odd-oxygen 

loss from NOx catalytic processes. This increased odd­

oxygen (OJ loss process is more important than the 

mitigation of chlorine oxide (ClOJ and bromine oxide 
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(BrOx) abundances by the sequestering of these radicals 

into reservoir species, like chlorine nitrate (ClON02) and 

bromine nitrate (BrON02). 

The remaining portion of Section 1 2 .2 . 1 will show 

results from two-dimensional models of the global 

troposphere and stratosphere . Emphasis will be placed 

on the global behavior of ozone. A particular focus will 

also be to highlight key uncertainties and sensitivities 

that can affect model-derived trends in ozone, both past 

and future. 

12.2.1.1 DESCRIPTION OF THE MODEL SIMULATIONS 

The 1 0  modeling groups that submitted results for 

this Assessment are listed in Table 1 2- 1 .  All of these 

models have participated in past World Meteorological 

Organization (WMO), IPCC, and National Aeronautics 

and Space Administration (NASA) assessments . These 

assessments range from model evaluation of the effects 

of trends in trace constituents on ozone to the potential 

impact on ozone of a fleet of supersonic aircraft. Six 

out of the 1 0  models are currently represented in the latest 

NASA Models and Measurement II Workshop Report 

(Park et al . , 1 998 ) .  Detailed differences in model 

engineering are not the focus of this section, however, 

differences between the models will be highlighted as 

necessary to help explain differences in model-derived 

ozone trends. Below is a general description of the 

chemistry and physics currently employed in the 1 0  

assessment models listed in Table 1 2- 1 .  

12.2.1.1a Two-Dimensional Model Photochemistry 

Current state-of-the-art two-dimensional models 

are designed to determine the atmospheric distributions 

of chemically active atmospheric trace constituents in 

the troposphere and stratosphere . The typical model 

domain extends from pole to pole, and from the surface 

to the upper mesosphere . The horizontal resolution is 

typically 5 - l  0 degrees in latitude and the vertical 

coordinate is consistent with a resolution of 1 -2 km. The 

photochemistry repre sents the tropospheric and 

stratospheric interactions of actinic solar flux and the 

species families Ox, NOY, ClOY, HOY, BrOY, and CH4 and 

its oxidation products. These models derive the dis­

tribution of approximately 40-50 chemical constituents, 

which is consistent with a chemical mechanism consist­

ing of over 1 50 thermal and photolytic reactions .  Source 

gases present in the model include NOx, N20,  CH4, 
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carbon dioxide (C02), carbon monoxide (CO), the 

chlorine-containing compounds (e.g . ,  CFC- 1 1 ,  - 12,  - 1 1 3 ,  

- 1 1 4 ,  - 1 1 5 ;  HCFC-22,  - 1 4 l b ,  - 1 42b, - 1 23 ; carbon 

tetrachloride (CC14) ; methyl chloroform (CH3CC13) ;  

methyl chloride (CH3Cl)), and the bromine-containing 

compounds methyl bromide (CH3Br) and the halons H-

1 2 1 1 ,  - 1 3 0 1 ,  and -2402 . Most of the thermal and 

photolytic reaction rate constants were taken from the 

NASA Panel for Data Evaluation recommendations 

(DeMore et al. , 1 997). 

Cold aerosol chemistry (i . e . ,  liquid binary sulfate 

and/ or ternary sulfate) is represented to different levels 

of sophistication within two-dimensional models . 

Hydrolysis ofClON02, dinitrogen pentoxide (N205), and 

BrON02 on the surface of stratospheric sulfate aerosol 

is included as the probable dominant heterogeneous 

process. In addition, most 2-D models also include the 

reactions of ClON02, hypochlorous acid (HOCl), and 

hypobromous acid (HOBr) with hydrogen chloride (HCl) 

on sulfate aerosol. 

N205 + H20 � 2HN03 

ClON02 + H20 � HN03 + HOCl 

BrON02 + H20 � HN03 + HOBr 

ClON02 + HCl � HN03 + Cl2 

HOCl + HCl � H20 + Cl2 

HOBr + HCl � H20 + BrCl 

( 1 2- 1 )  

( 1 2-2) 

( 1 2-3) 

( 1 2-4) 

( 1 2-5) 

( 1 2-6) 

Reactions on nitric acid trihydrate (NAT) and ice par­

tic le s  are a l so  considered in most  2 - D  model s .  

Representation o f  the rate constants for the above 

heterogeneous reactions generally follows the work of 

Hanson et al. ( 1 994, 1 996), Hanson and Ravishankara 

( 1 994, 1 995), and Hanson and Lovejoy ( 1 996). Detailed 

discussion of these cold aerosol processes is given in 

Chapter 7 of this report. 

12.2.1.1b Scenario Descriptions 

The two-dimensional models used in this chapter 

to explore the scientific i s sues  related to ozone 

recovery between 1 970  and 2050 were forced by 

supplying time-dependent surface halocarbon, CH4, 

N20,  and C02 (in one case) mixing ratios ,  and time­

dependent s atel l i te-derived  aero so l  surface area  

density. In  Table 1 2-2 ,  the surface mixing ratios of 

chlorine- and bromine-containing compounds are 

given for the base case considered, essentially scenario 

AI A3 of Chapter 1 1  of this Assessment. The time-
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Table 1 2-2. Trace-gas boundary conditions (pptv, unless indicated). 

Year CFC-
11 

CFC- CFC- CFC- CFC- CCI4 CH3CCI3 HCFC- HCFC- HCFC- HCFC- H- H- H- CH3Br CH3Cl N20 CH4 C02 
12 113 114 115 22 141b 142b 123 1211 1301 2402 (ppbv) (ppbv) (ppmv) 

1970 50.47 108.88 4.80 6.06 0.00 60.75 13.48 12.29 
1975 105.99 198.59 10.04 
1980 164.46 289.90 20.51 

7.76 0.65 83.75 
9.81 1.30 100.40 

1985 206.79 373.37 37.89 12.07 2.84 108.47 
1990 257.67 467.43 70.96 14.71 4.95 111.07 
1995 268.90 522.89 89.25 15.52 7.32 106.94 
2000 264.34 553.71 90.71 15.76 8.63 99.19 
2005 258.18 570.48 93.12 15.79 8.85 92.50 
2010 250.64 579.20 93.62 15.67 8.86 85.16 
2015 239.88 564.22 89.28 15.47 8.84 75.60 
2020 225.69 538.06 84.18 15.24 8.82 67.11 
2025 209.90 512.38 79.37 15.01 8.79 59.58 
2030 193.68 487.87 74.83 14.77 8.77 52.89 
2035 177.72 464.53 70.56 14.52 8.74 46.96 
2040 162.43 442.31 66.53 14.29 8.72 41.69 
2045 148.05 421.15 62.73 14.05 8.69 37.01 
2050 134.67 401.00 59.14 13.82 8.67 32.86 

36.79 
75.92 

23.13 
38.79 

103.37 59.91 
126.92 84.91 
112.40 115.48 

57.28 154.26 
35.07 226.98 
26.87 268.43 
23.66 269.64 

8.53 228.90 
3.07 176.71 
1.11 135.47 
0.40 107.37 
0.14 88.53 
0.05 66.65 
0.02 44.96 

0.00 0.00 
0.00 
0.00 

0.00 
0.00 

0.00 0.26 
0.00 1.31 
2.59 6.82 

13.30 14.15 
20.37 22.92 
22.37 30.32 
20.88 34.31 
16.86 34.24 
12.37 31.23 

9.07 27.30 
6.96 23.53 
5.66 20.28 
4.13 17.09 
2.56 13.74 

0.00 0.06 0.00 0.01 
0.00 0.29 0.06 0.05 
0.00 0.76 0.30 0.12 
0.00 1.48 0.94 0.23 
0.00 2.77 1.65 0.37 
0.00 3.68 2.22 0.47 
4.80 3.94 2.58 0.47 
5.80 4.09 2.90 0.40 
5.14 4.09 3.17 0.33 
3.33 3.81 3.35 0.26 
1.44 3.31 
0.88 2.77 
0.88 2.27 

3.44 0.20 
3.46 0.16 
3.43 0.12 

0.85 1.83 3.35 0.10 
0.85 1.46 3.25 0.07 
0.02 1.15 3.14 0.06 
0.00 0.91 3.00 0.05 

9.06 550.00 295 1420 325 
9.06 550.00 298 1495 
9.06 550.00 302 1570 
9.06 550.00 306 
9.06 550.00 310 
9.06 550.00 315 
8.88 550.00 320 
8.31 550.00 325 
7.97 550.00 330 
7.97 550.00 335 
7.34 550.00 340 
7.34 550.00 345 
7.34 550.00 350 
7.34 550.00 355 
7.34 550.00 360 
7.34 550.00 365 
7.34 550.00 370 

1650 
1700 
1725 
1750 
1775 
1800 
1825 
1850 
1875 
1900 
1925 
1950 
1975 
2000 

331 
337 
345 
354 
363 
372 
382 
393 
405 
418 
432 
446 
461 
477 
493 
509 
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Figu re 12-1. Comparison of su rface boundary con­
d it ions (m ix ing  rat ios) between the 1 994 WMO 
ozone Assessment (so l id  l i ne) and th is  Assessment 
(dashed l i ne) for C ly , Bry, N20,  and CH4. 

dependent trend in these constituents is obtained from 

several sources .  For the CFCs, HCFCs,  and halons, 

the past and future trend is obtained from Chapter 1 1 ,  

with a very small change in the boundary conditions 

for HCFC- 1 2 3  that reflects sl ightly different as­

sumptions about banking . Note that this difference 

makes a minuscule difference to integrated halogen 

loading . The production and consumption data of 

scenario A3 i s  based on the Amendments of  the 

Montreal Protocol (Table 1 1 -2) .  Scenario A3 does not 

necessarily describe the actual evolution of the future 

atmospheric concentrations . What it describes is the 

maximum chlorine and bromine loading o f  the 

atmo sphere  fo l lowing the maximum a l lowed  

production of ozone-depleting substances . We chose 

to use scenario A3 here as a conservative represen­

tation (in terms of the removal from the atmosphere 
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of  ozone-depleting substances )  of  the Montreal  

Protocol.  See Chapter 1 1  for a detailed discussion 

and Table 1 1 -3 for a comparison of various scenarios .  

The initial conditions for the scenarios up to 1 995 

(emissions and amount of substances present in the 

equipment) are made in agreement with the measured 

data from the National Oceanic and Atmospheric 

Administration/Climate Monitoring and Diagnostics 

Laboratory (NOAA/CMDL) and Atmospheric Lifetime 

Experiment/Global Atmospheric Gases Experiment/ 

Advanced GAGE (ALE/GAGE/AGAGE) networks .  

From 1 996 onward the Montreal Protocol as amended is  

applied to the production and consumption for both 

developed and developing countries. After the phase­

out date of CFCs, carbon tetrachloride, methyl chloro­

form, and halons in the developed countries ,  these 

substances are still allowed to be produced by the 

developed countries for use in developing countries. The 

amount produced is maximally 1 5% of the base-level 

production. This additional production is accounted for 

in scenario A3 for CFCs, carbon tetrachloride, and methyl 

chloroform. The emission of carbon tetrachloride is 

represented well by approximately 8% of the production 

ofCFC- 1 1  and - 1 2. The consumption ofHCFCs is based 

on the revised IS92a data as reported in IPCC ( 1 996).  

The methyl bromide emissions are based on the data 

given in Chapter 2. The emissions of the CFCs, halons, 

and HCFCs are calculated as a fraction of the bank of 

the species .  This fraction is based on an analysis of the 

quantities in the banks and emitted over the years 1 990-

1 995 ,  and held constant for all future years . 

In Figure 1 2- 1 ,  a comparison of the surface total 

inorganic chlorine and total inorganic bromine (Cly and 

Bry) forcing for this Assessment and the 1 994 Assessment 

(WMO, 1 995) is shown. From 1 970 through 1 995 ,  the 

surface Cly mixing ratios for the two Assessments are 

consistent; however, after 1 995 Cly in this Assessment 

is significantly higher than that used in the 1 994 

Assessment. The reassessment of CH3Br has signi­

ficantly lowered the Bry surface forcing relative to the 

1 994 Assessment (see Chapter 2). CH4 and N20 surface 

values used are given in Figure 1 2- 1  and in Table 1 2-2 

and are consistent with the 1 994 Assessment up to 1 990 .  

After 1 990, N20 values are prescribed to increase at 1 

ppbv/yr through 2050. This is essentially identical to 

scenario IS92a (IPCC, 1 996) .  The CH4 values are 

prescribed to increase at 5 parts per billion by volume 

per year (ppbv/yr), significantly less than that which the 

IS92a scenario would suggest or than that used in the 
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Figure 1 2-2. Time-dependent su l fate aerosol su r­
face area density (11m

2 
cm-3} de rived from SAG E I 

and I I ,  SAM I I ,  and S M E  data at 42SN and 75 h Pa .  

1 994 WMO Assessment. This trend i s  believed to  be  

more consistent with present changes in  CH4 (see Chapter 

2) .  The sensitivity of the calculated ozone to these 

changes will be addressed in one set of model integrations 

and described in Section 1 2.2 . 1 . 3 .  

In all but one o f  the participating models listed in 

Table 1 2- 1 ,  the seasonally varying circulations were not 

modified between 1 970 and 2050. However, the CAM 

2-D model is a fully interactive model, meaning that the 

temperature and circulation are consistent with the 

model-derived heating rates .  If C02 is varied in this 

model, the net heating rates will change and modify both 

the model-derived temperature and circulation in a 

consistent manner. For the scenarios examined here, C02 

was fixed at its 1 995 value. To examine the sensitivity 

to changing C02, a further calculation was performed 

using a time-dependent C02 surface boundary condition. 

Between 1 970 and 1 990 the time-dependent C02 was 

taken from the 1 9 9 1  WMO Assessment (WMO, 1 992). 

After 1 990, and up to 2050, the IS92a scenario for C02 

change was used (IPCC, 1 996).  This scenario increased 

surface C02 from 354  parts per million by volume 

(ppmv) in 1 990 to 509 ppmv in 2050 (see Table 1 2-2). 

For this 2-D calculation, the emphasis is on the global 

behavior of ozone. Results from more sophisticated 

coupled 3 -D models are presented in Section 12 .2 .3 ,  with 

particular attention placed on the polar response.  

The sulfate aerosol surface area density (SAD) 

climatology is derived using extinction measurements 

from Stratospheric Aerosol and Gas Experiment I (SAGE 
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I), SAGE II, Stratospheric Aerosol Measurement (SAM 

II), and Solar Mesosphere Explorer (SME) data (see 

Rosenfield et al., 1 997). The SAM II data consist of 

monthly zonal-mean 1 -jlm extinction data taken between 

1 979 and 1 995 .  The latitudinal coverage is limited to 

high latitudes for both hemispheres .  The SAGE I and 

SAGE II data also consist of monthly-mean 1 -jlm aerosol 

extinction values .  The temporal coverage is between 

1 979- 1 9 8 1  and 1 985- 1 995 for SAGE I and SAGE II, 

respectively. The SME data are derived from weekly 

zonal-mean 6 . 8 -jlm aerosol extinction values between 

1 982 and 1 984.  This SAD was used by Jackman et al. 

( 1 996a) to study past, present, and future ozone trends .  

In Figure 12-2 the magnitude of lower stratospheric (75 

hPa) , middle latitude (42 . 5 'N) SAD is shown. The 

impact of both the El Chich6n (April 1 982) and Mt. 

Pinatubo (June 1 99 1 )  eruptions can easily be distin­

guished, as can the smaller eruption ofRuiz (November 

1 985) .  The use of the same derived SAD climatology 

in all the 2 -D models  is an advance  on the last 

Assessment, in which the models used a range of surface 

area densities .  

The ensemble of time-dependent scenarios  is 

shown in Table 1 2- 3 .  Scenario A/A3 is taken as the 

baseline scenario for the sensitivity studie s .  The 

modeling groups were asked first to generate a 1 970 

steady-state atmosphere with the source gas surface 

boundary conditions for 1 970 given in Table 1 2-2.  The 

1 979 seasonally varying SAD was used for the 1 970 

spin-up . After ozone steady state was reached, the 

models were integrated in a time-dependent manner 

again using the source gas surface boundary values in 

Table 1 2 -2 (linearly interpolated between supplied 

temporal points) . Between 1 970 and 1 979 the SAD 

was kept constant at the volcanically clean 1 979  

conditions . After 1 979 ,  the models were integrated 

up to 1 9 9 5  using both the observed  source gas 

boundary condition and the satellite-derived SAD . 

The 1 979- 1 995 integration is labeled scenario A in 

Table 1 2-3 . Scenario A3 is the future integration 

component of scenario A (years 1 995 through 2050) .  

Here ,  the t ime-dep endent source gas  boundary 

conditions are taken from Chapter 1 1  (see above 

discussion) . The SAD is seasonally fixed using the 

1 995 data. 

Scenarios  B-D are an attempt to understand the 

sensitivity of each assessment model to varying CH4 

and N20 surface boundary conditions . This sensitivity 

analysis is built on the 1 994 WMO Assessment (see 
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Table 1 2-3. Definitions for the 2-D model scenarios. 

Scenario Period Aerosol Surface Halocarbon Boundary CH4 Boundary N20 Boundary 

(years) Area Density (SAD) Conditions Conditions Conditions 

A 1 979- 1 995 1 979- 1 995 Trend Trend Trend 

A3 1 996-2050 1 995 Trend Trend Trend 

B 1 996-2050 1 995 Trend Fixed at 1 995 Fixed at 1 995 

c 1 996-2050 1 995 Trend Fixed at 1 995 Trend 

D 1 996-2050 1 995 Trend Trend Fixed at 1 995 

E 2000-2050 Repeating 1 980- Trend Trend Trend 

1 995 period, starting 

in 2000, 201 6,  

and 2032 

F 1 996-2050 2% annual increase* Trend Trend Trend 

* The percent increase in SAD is geometric, e .g . ,  SAD (year Y) =SAD (1995) x (1 .02) 
(Y-1995) 

Chapter 6 ofWMO, 1 995)  and recent work ofVelders 

( 1 997) .  In scenario B, the CH4 and N20 surface mole 

fractions are held constant from 3 1  December 1 995 

through 3 1  December 2050.  All other surface source 

gases are allowed to vary as in scenario A3 . CH4 and 

N20 are individually held fixed at 3 1  December 1 995 

conditions in cases  C and D ,  respectively. For all 

cases, B-D, the SAD is set to the seasonally varying 

1 995  values .  

To understand better the SAD sensitivity of  the 

ozone recovery, the potential impact of future volcanic 

eruptions is addressed in scenario E. The 1 980 through 

1 995 period (which includes two major eruptions) was 

repeated sequentially starting in the years 2000, 20 1 6, 

and 2032 .  Under the conditions of this scenario ,  the 

future volcanic events will then occur under signifi­

cantly different Cly, Bry, N20 ,  and CH4 abundances .  

In addition to trying to understand the potential 

impact of large volcanic events on the stratospheric 

SAD, this Assessment also examines the sensitivity 

of the ozone recovery to a potential annual, monotonic 

increase in background sulfate (for example,  from 

dimethyl sulfide (DMS),  carbonyl sulfide (OCS), or 

sulfur dioxide (S02) tropospheric sources or possible 

increased aircraft emissions) .  Here, in scenario F, the 

SAD was assumed to increase at a geometric rate of 

2% per year starting from 1 99 5 .  

12.2.1.2 MoDELING THE OBSERVED TRENDS IN OzoNE 

Recently, two model studies have investigated the 

ozone trend between 1 980 and 1 995 (Solomon et al. , 

1 996; Jackman et al., 1 996a) .  These studies forced the 

2-D models with observed sulfate aerosol SAD, solar­

cycle-varying ultraviolet (UV) flux, and source gas 

boundary conditions .  B oth studie s  stre s sed  the 

importance of  us ing SAD derived from satellite 

measurements .  Without inclusion of  volcanically 

enhanced SAD from El Chich6n and Mt. Pinatubo, it 

was impossible to match the temporal shape and 

magnitude of the observed ozone trend. In Jackman et 

al. ( 1 996a), with inclusion of the above processes, the 

GSFC 2-D model derivation of global (6Y S to 6YN) 

column ozone changes was in reasonable agreement 

with changes observed by the Total Ozone Mapping 

Spectrometer (TOMS). However, local ozone change 

was larger in the model at 45 km. This is consistent with 

the known excess abundance of model-derived ClO 

relative to Upper Atmosphere Research Satellite (UARS) 

Microwave Limb Sounder (MLS) data (Waters et al., 

1 996). In this model integration, there was no allowance 

for the possible ClO + OH � HCl + 02 reaction. In the 

study of Solomon et al. ( 1 996) the shape of the ozone 

trends is matched well but the model underestimates the 

observed middle-latitude temporal ozone variation by a 

factor of 1 . 5 .  Recent calculations (Solomon et al. , 1 998) 

with an improved version of the model ,  including 

observed temperatures and their variability, now also 

12. 1 0  
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Figu re 12-3. Model-derived total co l umn  ozone (DU)  as a funct ion of lat itude and month of the year for 1 0  
models for the year 1 990. Observed data, g iven in  last frame, are from TOMS Version 7 ,  1 988- 1 992 average.  

reproduce the magnitudes of the trend rather well (see 

Chapter 7) .  

In Figure 12-3 ,  calculated column abundance of 

ozone for 1 990 is shown along with the 1 98 8- 1 992 

column ozone derived from TOMS Version 7 .  In general 

the models represent the TOMS column ozone sea­

sonality, with column ozone peaks occurring at high 

latitudes in the spring hemispheres and a minimum in 

the tropics .  However, it is evident that stratospheric 

circulations within these 1 0  assessment models are 

strikingly different. The depth of the S outhern 

Hemisphere "ozone hole" is also quite different among 

these 1 0  models, which suggests that the sensitivity to 

Cly, Bry, and aerosol odd-oxygen loss processes may 

12. 1 1  

be quite different. All but two of the participating 

assessment models (CSIRO and RIVM) have detailed 

representation of spring high-latitude cold aerosol 

chemistry. However, both the CSIRO and RIVM models 

do have reactions that represent llf'terogeneous pro­

cesses on liquid binary sulfate. 

The trend in local ozone between 1 979 and 1 993 

from scenario A is shown in Figure 12-4. Here the model 

results are compared with data from the Solar Back­

scatter Ultraviolet spectrometer (SBUV) and SBUV /2 

measurements using a linear regression model to derive 

local ozone trends (see also SAGE IIII ozone trends in 

Chapter 4, Figure 4-32, which indicate slightly larger 

trends in the upper stratosphere) . The linear regression 
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Figure 1 2-4. Model-derived local ozone trend (% per decade) for the period 1 979 through 1 993 as a 
funct ion of alt itude and latitude for scenario A us ing l i near reg ression analyses for 1 0  models ,  and for the 
GSFC and LLN L models with the reaction CIO + OH � HCI + 02 om itted . The observed trends ( last frame) 
are from SBUV and SBUV/2 measurements . The shaded area i n  the observed trend i nd icates reg ions 
where there is no statistical ly s ign ificant trend . 
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Figure 12-5. Model-derived column  ozone trends (% per decade) for the period 1 979- 1 992 as a funct ion of 
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model consisted of a seasonal cycle, quasi-biennial 

oscillations, the 1 1 -year solar cycle, and a linear trend 

(Hollandsworth et al. , 1 995). The similarities between 

the model-derived local ozone trends and the data provide 

reassurance of satisfactory model performance. The 

shaded areas in the SBUV-SBUV/2 trends indicate 

regions where there is no statistically significant trend. 

All of the model-derived trends peak at about the correct 

altitude and most have magnitudes similar to the SBUV­

SBUV/2 trends. In addition, the LLNL and GSFC 2-D 

models were used to test the sensitivity of the calculated 

trend to exclusion of the reaction channel ClO + OH -7 
HCl + 02. For the past trends, both models '  estimates 

exceed the observed trend when this reaction is omitted. 

Figure 1 2-5 shows the TOMS Version 7 column 

ozone trend based on 14 years of data taken from January 

1 979 through December 1 992 along with the derived 

trends from the 1 0  assessment models during the same 

period. Both the models and data were again analyzed 

using a linear regression model (Hollandsworth et al. , 

1 995). In general, the assessment models reproduce the 

gross characteristics of the TOMS ozone trend. They 

show the large decrease in the Southern Hemisphere 

spring, consistent with Antarctic "ozone hole" chemical 

processes. From this column trend analysis, it is evident 

12. 14  

1997 2000 

Figure 1 2-6. Percentage change i n  
g lobal (65'S-65 ' N )  annua l -average 
total column ozone,  relative to year 
1 979, for 1 0  models for scenario A/A3 
c o m p a red  to o b s e rvat i o n s  u s i n g  
TOMS Version 7 data. 

that the RIVM and CSIRO models do not include a polar 

cold aerosol representation. For northern midlatitude 

(approximately 40-50 degrees) winter, in the Northern 

Hemisphere, most of the models underestimate the ozone 

trend, as described in Solomon et al. ( 1 996). 

The percentage change in global (65 ' S-65 'N) 

annual average total column ozone, relative to 1 979, is 

shown for the 10 models and compared with TOMS 

observations (primarily Nimbus-7 and Meteor-3 TOMS 

data, except for the 1 997 data point taken from Earth 

Probe TOMS) in Figure 12-6. The shape of the ozone 

trend with time is similar for all the models but there is a 

significant spread of magnitudes (for example ,  by 

approximately 2% about a mean of 2.5% between 1 984 

and 1 990 and by over 5% immediately after the Mt. 

Pinatubo eruption in 199 1  ). This spread is not surprising. 

Figures 1 2-3 and 1 2-5 have already demonstrated the 

differences between the models ,  arising in part from 

differences in modeled circulation. Furthermore, there 

are model differences in the formulation of gas-phase 

and, especially, heterogeneous chemistry. Note also 

that none of the models include radiative feedback after 

the volcanic eruptions, which could have changed 

the circulation (see, for example, Kinne et al. , 1 992;  

Michelangeli et al. , 1 989 ;  Pitari, 1 993 ; Hadj inicolaou et 
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Figu re 1 2-7. Percentage change i n  
g lobal (65 'S-65 'N)  column ozone us­
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al. , 1 997) .  For this reason, comparison between the 

models and the TOMS data must be treated with caution. 

With these caveats, several models tend to represent the 

trend in ozone during the 1 980s reasonably well but 

overestimate the Mt. Pinatubo period. Other models 

underestimate the trend in the 1 980s but seem to be in 

good agreement during and after the Mt. Pinatubo period. 

The formulation ofheterogeneous reactions is one 

reason why the models have different responses to 

aerosol-induced ozone depletion. For example, the AER 

2-D model incorporates a method in which the kinetic 

rate constants are calculated using both zonal monthly­

mean temperatures and temperature probability dis­

tributions to account for longitudinal deviations from the 

monthly zonal mean (see also Solomon et al. , 1 998) .  To 

determine the sens itivity of the result ,  a s econd 

calculation was performed using a temperature cli­

matology averaged over the years 1 979- 1 995 .  Figure 

1 2-7 shows the global-average ozone column changes 

calculated by the AER model with climatological 

temperatures and with year-by-year temperatures .  The 

calculation with year-by-year temperatures shows more 

structure and year-to-year variabil ity than the 

climatological case. The trends are similar until 1 984; 

however, from 1 984 to 1 986,  from 1 988  to 1 99 1 ,  and 

1 993 1 995 
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from 1 992 to  1 995 ,  the calculation with year-by-year 

temperatures shows less ozone depletion than the cli­

matological calculation. Most of this difference relates 

to temperature variability at high latitudes in winter, 

which broadens the climatological distributions. The 

LLNL model shows a large sensitivity to Pinatubo­

aerosol-induced ozone depletion because it used a single 

year ( 1 996)  to derive its temperature probability 

distribution. This year was colder than the climatological 

average, and therefore derived ozone trends in the LLNL 

model are overestimated for some years . 

12.2.1.3 OzoNE REcovERY-MODEL SENSITIVITY TO 

KEY pARAMETERS 

There are many factors that can affect the decadal 

time span of ozone recovery in model-derived trend 

studies and potentially within the present and future 

atmosphere. As mentioned in the introduction, the future 

abundances of ClY, Bry, CH4, N20, stratospheric sulfate 

aerosol, and climate conditions can significantly modify 

model-derived ozone recovery. Figure 1 2-8 shows the 

time variation of calculated Cly and Bry for 50'N at 20 

km for the 10 models . As previously discussed in the 

1 994 Assessment (WMO, 1 995),  there is a very large 
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spread in the calculations . The lower stratosphere is a 

critical region, and this spread remains a reason for 

concern (ameliorated only slightly by the knowledge 

that vertical gradients are large in the lower strat­

osphere so that comparisons at a specific altitude are 

a very stringent test) . 

1 980 1 990 2000 201 0 2020 2030 2040 2050 

In Figure 12-9, the annual average global (65 "S-

65 ON) ozone change relative to 1 979 i s  shown for scenario 

A/ A3 for all participating assessment models. The period 

before the year 2000 shows the large impact of the 

volcanic aerosol on column ozone depletion. For all 

models the minimum global ozone is calculated in the 

years immediately after the Mt. Pinatubo eruption in 

1 99 1 .  Between the years 2000 and 2020, the modeled 

ozone recovers more slowly than after 2020. For all 

assessment models used in this chapter, none reach their 

pre- 1 9 8 0  ozone abundance before 2 0 5 0 .  This is  

significantly different from the results obtained in the 

1 994 WMO Assessment . There , out of the seven 

participating models used in that Assessment, five 

returned to pre- 1 980 conditions by 2040 and only two 

models did not recover before 2050 .  As mentioned 

previously and shown in Figure 1 2- 1 ,  the Cly loading is 

greater and the CH4 loading is much less after the year 

2000 in this Assessment. Methane increases tend to 

reduce the impact of increased chlorine loading by 

converting radicals to reservoir species .  This, coupled 

with small differences in N20 and the future sulfate 

aerosol abundance, can explain the difference between 

this 1 998  Assessment and the 1 994 WMO Assessment. 

This is demonstrated in Figure 12- 1 0, where the GSFC 

model systematically replaced components of the 1 998  

WMO Assessment scenario A/  A3 with 1 994 WMO 

Assessment components. The CH4 and Cly abundance 

caused the biggest effect and significantly shortened the 

ozone recovery in the GSFC model. Thus,  for the 

scenarios used in this Assessment, the ozone recovery is 

very sensitive to changes in chlorine and methane. In 

particular, the use of a lower methane emission rate than 

in the 1 994 WMO Assessment significantly reduces the 

rate of ozone recovery. We should recall that the future 

halogen scenarios used here are hypothetical. However, 

the new methane scenario is consistent with recent 

measurements (see Chapter 2) .  

YEAR 
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Figure 1 2-8. Time variation in  Cly (top panel) and 
Bry (bottom panel) m ix ing ratios at 20 km , 50 0 N  lati­
tude, as determined from 1 0  models .  
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Figure 1 2-9. Percentage change in g lobal (65°S-
650N)  annua l-average col umn ozone ,  re lative to 
year 1 979, between 1 980 and 2050 , as predicted 
by 1 0  models for scenario A/A3 compared to ob­
servations us ing TOMS Version 7 data. 
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The ozone change results for the 1 0  models, shown 

in Figure 1 2-9,  have been normalized to the year 2000 

in Figure 12 - 1 1 .  This highlights variations in recovery 

rates among the models in the current Assessment in a 

relatively volcanically clean atmosphere ( 1 995 SAD 

used) .  There is a wide range of recovery rates ,  with the 
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Figu re 1 2-1 2. Percentage change in annual-aver­
age column ozone relative to year 1 979 for selected 
latitudes in the Northern Hemisphere between 1 980 
and 2050 for scenario A/A3. Resu lts are shown for 
the GSFC (top panel)  and U N IVAQ (bottom panel) 
models.  

GSFC model recovering most rapidly, followed by the 

LLNL and SUNY_SPB models .  At the other end, the 

CSIRO, UNIVAQ, and CAM models recover at the 

slowest rate . Note that, as the chemical conditions in 

the models change with time, the relative rates of 

recovery between some of the models vary. Figure 12-

1 2  shows the latitudinal sensitivity for two models that 

were on the extremes of the total ozone recovery (GSFC 

and UNIVAQ). The GSFC model recovers to pre- 1 980 

ozone abundances  between the equator and 2 0 °N 

before the year 2050 .  At high polar latitudes, at 2050 

recovery rates,  one can estimate that i t  would take the 

GSFC model at least 20-30 additional years to recover 

to pre- 1 980 ozone levels .  For the UNIVAQ model, 

representative of those models with slow recovery, it 

is not clear that it will ever reach pre- 1 980 ozone 

abundances at any latitude . 
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Figu re 1 2-13. Percentage change in annual-average column ozone re lative to year 1 979 at 45° N  lat itude 
between 1 980 and 2050 for several emission scenarios to test the model sensitivity to CH4, N20 ,  and SAD .  
Sensitivity tests for scenarios A through D ,  and F (see Table 1 2-3) are shown for the CSI RO,  GSFC,  R IVM , 
and U N I VAQ models.  

Four modeling groups completed the entire set of 

sensitivity scenarios A-D and F. In Figure 12- 1 3 ,  the 

results of these models are shown at 45 °N latitude. In 

all cases the sensitivity to CH4, N20, and sulfate aerosol 

is consistent between models. When CH4 is fixed at 1 995 

conditions (scenario C), the recovery is extended. When 

N20 is fixed at 1 995 conditions (scenario D), the recovery 

is shortened. When both N20 and CH4 are fixed at 1 995 

conditions (scenario B), the ozone recovery is shortened, 

but not to the extent of scenario D. When background 

stratospheric aerosol is allowed to increase annually by 

2% per year (scenario F), the impact is to extend the 

recovery in three of the four models, with a magnitude 

similar to the impact of fixing CH4 at 1 995 conditions. 

The RIVM model initially extends the ozone recovery; 

however, around year 2040, the additional aerosol SAD 

hastens the ozone recovery relative to scenario A3 . 

Recently, laboratory measurements (Lipson et al. , 

1 997) have suggested that there may be a significant 

branching ratio for the ClO + OH � HCl + 02 reaction. 
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As shown earlier, including this reaction improved the 

past trend comparisons for the LLNL and GSFC models 

relative to observations . The impact of the reaction on 

ozone recovery was also investigated in this study. For 

both models, the reaction changes the absolute magni­

tude of the ozone depletion by a small amount but does 

not impact the overall recovery rate . However, it is 

interesting that during the El Chich6n and Mt. Pinatubo 

periods, including the ClO + OH � HCl + 02 branch 

mitigates ozone depletion; at later times there is a 

crossover where the absolute ozone reduction is greater 

when the reaction is included .  Under lower ClY 
abundance, the additional ClOx (when the reaction is 

omitted) is interfering with NOx odd-oxygen catalytic 

loss processes, mitigating ozone depletion. 

In understanding the time frame over which ozone 

recovery will occur, one should also consider the impacts 

of future volcanic eruptions . As mentioned previously, 

between 1 980 and 1 995 ,  there were two large volcanic 

events that significantly affected ozone trends (Solomon 
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Figure 12-14. Top pane l :  Percentage change i n  
annual  average column ozone relative to  year 1 979 
at 45" N  latitude between 1 980 and 2050 for five 
models ,  for volcan ic erupt ion sensitivity scenario E 
(see Table 1 2-3) . Bottom pane l :  The scenario A3 
ozone trend has been subtracted to emphasize 
volcan ic effects a lone.  

et al. , 1 996 ;  Jackman et al. , 1 9 96a) .  These events 

occurred during a period of high chlorine abundance. 

Tie et al. ( 1 994) suggest that at lower chlorine abundance 

the impact of a major volcanic eruption will be less 

significant and could even increase ozone. In order to 

study the impact of high SAD in periods when chlorine 

abundance is much lower than present, scenario E was 

constructed. During the 1 980 through 2050 period, four 

El Chich6n- and Mt. Pinatubo-like eruptions were 

simulated (see Table 1 2-3) .  As indicated in Figure 1 2-

1 4 , the largest ozone reduction from this series of 

volcanic events occurred around 20 1 0 .  This is a period 

of peak Cly levels in the stratosphere, before significant 

reduction has set in (see Figure 1 2-8) .  In Figure 12 - 14, 

the underlying ozone trend component has also been 
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Figure 12-15. Percentage change in annual-average 
column ozone re lative to year 1 979 for the CAM 2-
D model at 45" N  latitude between 1 980 and 2050 . 
The sol id l i ne represents us ing C02 su rface bound­
ary condit ions fixed at 1 995 levels between 1 979 
and 2050 . The l i ne  with crosses represents us ing 
a t ime-dependent trend of C02 (see Table 1 2-2) . 

subtracted from scenario E .  This emphasizes the 

importance that Cly and Bry abundances will have on the 

magnitude of the impact of a given volcanic event in the 

future. During the decade of the 2040s, the magnitude 

of the ozone reduction following a Mt. Pinatubo-sized 

eruption is reduced substantially. Thus,  while Mt. 

Pinatubo-sized eruptions will have an effect on the 

magnitude of ozone depletion as long as halogens are 

present in the stratosphere, eruptions occurring at decadal 

intervals ,  as investigated here, are not expected to 

substantially alter the eventual ozone layer recovery over 

the long term. 

An important sensitivity to be quantified is the role 

that future climatic conditions play in extending or 

mitigating the ozone recovery. In this study, the CAM 

2-D model was allowed to respond to changes in C02 

trends . Results from this sensitivity study are shown in 

Figure 12- 1 5 .  For scenario A/A3 , without C02 trends, 

the model recovery is very slow. The increases in C02 

lead to reduced stratospheric temperatures,  which then 

reduce the gas-phase destruction of ozone. In con­

sequence the modeled ozone recovery is significantly 

accelerated. The model circulation will also change and 

will impact ozone levels. A more detailed discussion of 

the impact of changing greenhouse gas concentrations 

on polar ozone is given in Section 12 .2 . 3 .  
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Table 1 2-4. Forcings and/or processes that affect model-derived ozone recovery. 

Forcing or Process 

Higher future C02 

Higher future Cly trends 

Higher future CH4 trends 

Higher future N20 trends 

Higher future sulfate aerosol loading 

A series of volcanic eruptions 

Magnitude 

Large 

Moderate 

Moderate 

Moderate 

Moderate 

Small 

Direction 

Shorten* 

Lengthen 

Shorten 

Lengthen 

Lengthen 

Lengthen 

* Midlatitude result based on one 2-D model. See also the discussion of 3 -D models in Section 12 .2 . 3 ,  where increased greenhouse gases 

delay polar ozone recovery, particularly in the next 10 to 20 years . 

12.2.1.4 SUMMARY 

There are many factors that influence the ozone 

recovery as the atmosphere returns to pre- 1 980 halogen 

loading. In this section we have specifically considered 

2-D model calculations of the global ozone behavior over 

many decades .  We have discussed the model sensitivity 

to halogen loading, to CH4 and N20 emission rates, to 

variations in aerosol SAD, and to the radiative impact of 

increasing C02. Depending on the model, the recovery 

of global ozone to pre- 1 980 conditions is reached at about 

2050 on one extreme to potentially never on the other. 

Reducing the methane increase rate, in line with recent 

measurements, leads to a significant increase in the time 

for the ozone layer to recover. 

Table 1 2-4 is a list of"forcings" and/or "processes" 

that affect the model-derived ozone recovery in the 

calculations discussed here, in approximate order of 

significance. "Large" magnitude denotes significant 

deviation from the baseline recovery-greater than ±30 

years or a large (greater than ±2%) absolute difference 

in column ozone change between the baseline and 

perturbed forcing in 2050 .  "Moderate" denotes a 

significant change, modifying the recovery by less than 

±30 years from the baseline, or the absolute difference 

in column ozone change between the baseline and 

perturbed forcing in 2050 is greater than ±1 %. "Small" 

signifies that the change will affect the recovery period 

by less than ±5 years, or the absolute difference in column 

ozone between the baseline and perturbed forcing in 2050 

is less than ±0.5%.  

To put the list in context, i t  needs to be stressed 

that the magnitude of any effect will depend on the 

magnitude of the forcing . The classifications given 

in Table 1 2-4 relate directly to the different forcing 

scenarios considered earlier. These are necessarily 

uncertain. Thus, larger increases in future halogen 

loading (or any of the other forcings) than those con­

sidered here could lead to a "large" effect. 

The sensitivities to forcing as presented in Table 

1 2-4 are consistent between the various 2-D models. The 

magnitudes must be put into perspective by considering 

the large inter-model differences predicted for the A3 

scenario in 2050 (see Figure 12-9). 

12.2.2 Chemical Transport Models 

Chemical transport models (CTMs),  with cir­

culations and temperatures forced by observations, have 

been used increasingly in recent years . They have been 

able to reproduce many observed features  of  the 

perturbed lower stratosphere, including the substantial 

Arctic ozone depletions that have been seen in recent 

years . These models can now be used for assessment 

purposes and, especially, for sensitivity studies .  
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12.2.2.1 SENSITIVITY TO HALOGEN LOADING 

The Cambridge CTM has been used to study the 

sensitivity of ozone depletion within the polar vortex to 

varying levels of Cly and Bry (Chipperfield and Pyle, 

1 998) .  Results are shown in Figure 12- 1 6 . The figure 

shows that within the range of Cly and Bry values tested, 

the chlorine loading has the strongest influence on ozone 

loss. For example, at 475 K with Bry fixed at 30 pptv, 

increasing Cly from 2 .0  ppbv to 3 . 3  ppbv to 4 .0 ppbv 

increases the maximum average ozone depletion from 

1 6% to 35% to 44%, respectively. In contrast, for a fixed 

C� of 3 .3 ppbv, increasing Bry from 20 pptv to 30 pptv 

only increases the maximum ozone depletion from 30% 
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to 35%.  This dependence of the ozone loss on Cl and 

Bry is qualitatively consistent with the results ofD;nilin 

et al. ( 1 996). 

The greater sensitivity of the calculated ozone loss 

to chlorine reduction is one reason why recovery should 

be more visible in the Antarctic than the Arctic (since 

the ClO + ClO cycle is relatively more important there 

than ClO + BrO) . Antarctic integrations with the 

Cambridge CTM (Chipperfield and Pyle, 1 998) confirm 

that a change in chlorine loading from 3 ppbv to 2 ppbv 

produces a larger absolute reduction in ozone loss than 

in the Arctic .  

12.2.2.2 SENSITIVITY T O  LOWER STRATOSPHERIC 

TEMPERATURES 

Although not run in coupled chemistry and climate 

mode, CTMs have demonstrated that the ozone loss in 

the Arctic is very sensitive to stratospheric temperatures .  

Figure 12- 1 7  shows the minimum temperature north of 

SOON at 50 hPa from the European Centre for Medium­

Range Weather Forecasts (ECMWF) analysis for the 

Arctic winters of 1 99 1 /92 to 1 996/97 .  The differing 

meteorology of the first four winters has been discussed 

by Chipperfield et al. ( 1 996). Recent winters ( 1 994/95 ,  

1 995/96, 1 996/97) have all been cold, with periods of 

record low temperatures .  In 1 995/96, temperatures fell 

below the 1 95K NAT threshold in early December and 

dipped below the ice point in mid-January. Temperatures 

remained low until late February. In contrast, in 1 994/ 

95 temperatures rose earlier in February followed by a 

short low-temperature period in mid-March. The winter 

of 1 996/97 started particularly warm, but temperatures 

dropped below the 1 95K threshold in mid-January and 

remained low throughout March, which saw many days 

with record minima. 

Figure 1 2- 1 8  shows the average ozone depletions 

calculated in the Arctic lower stratosphere ( 4 7 5K surface) 

for each year since 1 993/94, assuming no change in 

stratospheric halogen loading . Earlier years were 

reported in Chipperfield et al. ( 1 996). There is a large 

difference in the calculated ozone loss between the years. 

In the warm winter of 1 993/94 the average depletion 

calculated is about 1 5%. Much larger ozone losses are 

calculated in those years ( 1 994/95 ,  1 995/96 and 1 996/ 

97) with lowest stratospheric temperatures .  In 1 996/97 

the calculated depletion began much later but, with low 

temperatures coinciding with the return of sunlight, 

ultimately was approximately the same (nearly 25%) as 
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Figu re 12-1 6. Variat ion of ozone loss (%) calcu­
lated with i n  the Arctic polar vortex at 475 K for d if­
ferent val ues of Cly ( left in the legend , ppbv) and 
Bry (r ight i n  the legend ,  pptv) us ing the Cambridge 
CTM (Chipperf ie ld and Pyle ,  1 998} . The edge of 
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Figu re 1 2-1 8. Area-weighted average chemical 
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Arctic winters 1 993/94 to 1 996/97, calcu lated in  the 
Cambridge CTM (Chipperfie ld and Pyle ,  1 998} . 
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dehydrat ion) i n  the Cambridge CTM (Chipperfield 
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in 1 995/96.  The calculations demonstrate that Arctic 

ozone loss is very sensitive to lower stratospheric 

temperatures .  Any systematic cooling of the stratosphere 

(so that, for example, the lower temperatures in recent 

years might become the norm) would have a very 

significant impact on stratospheric ozone recovery, a 

point we consider in more detail in Section 12 .2 .3  using 

coupled chemical-radiative-dynamical models. 

A related experiment is that ofDanilin et al. ( 1 998), 

which used the AER photochemical box model including 

heterogeneous chemistry to investigate the influence of 

an imposed stratospheric cooling on Arctic ozone 

depletion. These results indicate that a 1 -K cooling of 

the lower stratosphere was equivalent to increasing 

chlorine loading by 0.40-0 .95  ppbv for current con­

ditions . The results also imply that continued cooling of 

the stratosphere over the coming decades,  similar to that 

observed over the past decades, could compensate for 

decreasing chlorine levels .  In a long-term calculation 

for conditions at 70°N using heterogeneous reactions on 

NAT surfaces, the model predicts that a cooling trend of 

-0.05 K yr-1 (a conservative estimate based on obser­

vations) leads to maximum ozone losses from about 2005 

to 2020, with recovery to 1 995 levels delayed past 2045 . 

These results suggest the likelihood of a delay in the 

expected recovery of the ozone layer in the Arctic .  

Should extensive denitrification occur in the Arctic 

polar vortex (similar to that in the Antarctic vortex) then 

the potential for ozone depletion could be enhanced. The 

sensitivity of the ozone depletion to the degree of 

denitrification is shown in Figure 1 2- 1 9  in a calculation 

with the Cambridge CTM. One experiment assumed that 

HN03 was permanently removed from the gas phase at 

temperatures below 1 90 K. At 475 K this has the effect 

of delaying chlorine recovery and extending the period 

of rapid ozone depletion. The maximum average ozone 

depletion is increased from 30% in the control rnn ("No 

denit . ," identical to the 3 . 3 -ppbv Cly, 20-pptv Bry curve 

shown in Figure 1 2- 1 6) to 40% when denitrification is 

included. A further experiment assumed the higher 

threshold for denitrification of 193  K. At 475 K this 

causes a reduction in ozone depletion. The removal of 

NOY prevents the formation ofClON02 as active chlorine 

decays . With sporadic PSC processing that occurs in 

the Arctic, the low ClON02 inhibits the further rapid 

activation of the chlorine contained in HCl (reaction 

( 1 2-4), Section 12 .2 . l . l a) .  



12.2.3 Three-Dimensional Chemistry-Climate 
Models 

The most important radiatively active gases in the 

atmosphere are water vapor, carbon dioxide, and ozone. 

An increase of these greenhouse gases is expected to 

produce a warming in the troposphere and a cooling in 

the stratosphere and a change in the dynamics .  The 

predicted stratospheric cooling is generally expected to 

reduce homogeneous chemical destruction of ozone, 

while increasing heterogeneous destruction. Circulation 

changes will also alter ozone transport and hence its 

distribution. 

In the stratosphere , where the chemical and 

dynamical transport time scales for ozone are roughly 

comparable, three-dimensional photochemical models, 

in which the simulated ozone is used to compute model 

radiative heating rates, are needed to provide a complete 

picture of stratospheric ozone and its future behavior. 

Additionally, the sensitivity to radiative and other 

perturbations will require simulations of the order of a 

decade or more to take into account the natural variability 

of the system. In practice the cost of running such models 

has, to date, resulted in other simplifications such as 

restricting the length of integrations to time scales of 

only a few years or less or simplifying the tropospheric 

simulation. At the time of the last Assessment (WMO, 

1 995) ,  3 -D models in the literature included mechanistic 

models with full chemistry, low-resolution general 

circulation models ( GCMs) with full chemistry, or more 

complete GCMs with a simplified chemistry. Computer 

power has only relatively recently reached the stage 

where comprehensive GCMs can be used with fairly 

complete stratospheric chemistry schemes .  Coupled 

chemistry-climate models have not yet reached the level 

of maturity and confidence of climate models .  

In mechanistic models, the dynamical situation in 

the stratosphere is controlled by the forcing at the model 

lower boundary. Granier and Brasseur ( 1 99 1 )  were the 

first to use such a model to simulate an Antarctic ozone 

hole in a 3 -D model, while Austin and Butchart ( 1 992) 

demonstrated the importance of interhemispheric 

differences in polar ozone simulations . Knight et al. 

( 1 998)  investigated the impact of the Mt. Pinatubo 

eruption on stratospheric ozone and found that the largest 

effect, a decrease of about 20 DU, occurred at the edge 

of the ozone hole, broadly in agreement with observa­

tions (Randel et al. , 1 995) .  Butchart and Austin ( 1 996) 

investigated the effect of the QBO on the Antarctic ozone 
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hole to explore the hypothesis of Garcia and Solomon 

( 1 987) that deep ozone holes were experienced during 

westerly phases .  The model results (Figure 1 2-20) 

suggest that the quasi-biennial oscillation (QBO) does 

indeed modulate the Antarctic ozone but that this occurs 

primarily through transport rather than heterogeneous 

chemistry. The above studies have shown that while 

mechanistic models reproduce the main characteristics 

of ozone behavior observed in the atmosphere, they also 

imply the need for more complete modeling treatments 

of the atmospheric system. 

Short integrations of a low-resolution GCM with 

stratospheric chemistry have been performed by Pitari 

and Rizi ( 1 993) in investigating the impact of aerosols 

from the Mt. Pinatubo eruption. Further short inte­

grations using fairly comprehensive stratospheric 

chemistry in much more extensive GCMs have also been 

completed by Rasch et al. ( 1 995) and Austin et al. ( 1 997). 

The latter study demonstrated the need for a large number 

of vertical levels to simulate stratospheric dynamics 

sufficiently accurately, thereby increasing the com­

putational cost further. Multi-year integrations with 

GCMs with comprehensive chemistry have been or 

currently are being run with the European Centre 

Hamburg model (ECHAM3/CHEM) (Steil et al. , 1 998 ;  

Dameris et  al. , 1 998),  the Meteo-France Centre National 

de Recherches Meteorologiques ARPROBUS model 

(Lefevre et al. , 1 994), and the UKMO chemistry-climate 

model (Austin et al. , 1 997). 

Experiments with fairly complete representation 

of climate processes but with limited chemistry have also 

been run for longer periods. Of those GCMs that include 

proper representations of the middle atmosphere (Table 

1 of Hamilton ( 1 996) lists many of these), there are 

comparatively few published predictions of possible 

changes of the stratospheric climate (Fels et al. , 1 980;  

Boville, 1 986 ;  Rind et al. , 1 990). 

The Goddard Institute for Space Studies (GISS) 

climate model (Shindell et al. , 1 997, 1 998a,b; Rind et 

al. , 1 998)  and the EMERAUDE climate model used 

formerly at Meteo-France (Cariolle and Deque, 1 986 ;  

Cariolle et  al. , 1 990; Mahfouf et  al. , 1 993) have been 

run with a simple representation of  stratospheric 

chemistry. However, because the chemical and dy­

namical transport time scales for ozone are roughly 

comparable in the stratosphere, using such simplified 

chemistry will have its limitations . 

A brief description of the various 3 -D models that 

have been used for ozone predictions is presented in 
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Figure 12-20. (a) Area enclosed by the 220-DU 
total ozone contour  for t he  U KMO model i nvesti­
gat ing the impact of the QBO on the Antarctic ozone 
hole for varying levels of ch lorine (from Butchart 
and Austi n ,  1 996) . The cu rves are labeled with the 
total ch lorine amount in  ppbv (2 , 3 or  4) and the 
QBO phase (W denotes westerly; I denotes seven 
months later) . <l> in the f igu re is the phase of the 
quasi -b ienn ia l  osci l lat ion at 24 km , where <1> = 0 
corresponds to the westerly phase and <1> = n/2 is 
i ntermed iate between the westerly and easterly 
phase (<l> = n) . (b) Time history of the 220-DU con­
tou r area; label ing is the same as in (a) . 

Table 1 2-5 .  These models have a number of significant 

differences, including the region(s) of the atmosphere 

covered (i.e . ,  troposphere, stratosphere, mesosphere), the 

resolution, the physics included, and the parameter­

ization of ozone chemistry, both homogeneous and 

heterogeneous . The se  differences  compl icate a 

comparison of model results, but can be used to suggest 

which issues may be most important in influencing the 

future ozone distribution. 

In the rest of this section we discuss in more detail 

the calculations of ozone change that have been 

performed with coupled chemistry-climate models. In 

Section 1 2 . 2 . 3 . 1 ,  published results of doubled-C02 

experiments are discussed, while results of new ex­

periments to consider the transient ozone response to 

greenhouse gas forcing over the next two decades are 

presented in Section 12 .2 .3 .2 .  For the transient exper­

iments,  emphasis is placed on the results in polar 

latitudes, where the largest response is expected. We 

recall the earlier caveat that these coupled models are 

relatively new and, for example, most have not yet been 

run for decadal time scales .  By considering several 

models, our aim in this Assessment has been to emphasize 

those results that are most robust. The development of 

coupled models is an important advance; they will play 

an increasingly important role in future assessments of 

the state of the ozone layer. 

12.2.3.1 DOUBLED-C02 EXPERIMENTS 
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Doubled-C02 experiments can be grouped into two 

main types : transient and equilibrium. Since the coupled 

atmosphere-ocean system has considerable inertia, its 

response to increasing greenhouse gas concentrations can 

take considerable time. Similar to tropospheric models 

(IPCC, 1 996), the result is that a transient experiment 

should show a muted atmospheric and oceanic response 

to doubled C02 as compared with an equilibrium 

experiment with the same model. In the GCM exper­

iments that modeled the ozone response to doubled C02, 

two were equilibrium (UNIVAQ and GISS),  while the 

EMERAUDE simulation was transient. A more recent 

experiment with the UNIVAQ model examined the ozone 

response to an increase of C02 up to 500 ppmv (Pitari 

and Visconti, 1 994), as predicted for the year 2050 (see 

WMO, 1 992). The GISS stratospheric model gives a 

response ratio (transient/equilibrium) of 63% at the 

surface, 60% in the upper troposphere at 1 50 hPa, 47% 

in the lower stratosphere at 68 hPa, and 67% in the upper 



Table 1 2-5. The 3-D (chemistry-climate) models. 

Model References Horizontal Vertical Vertical Tropospheric/ Gas-Phase Hetero- Greenhouse Temperature Response 
Resolution Layers Extent Stratospheric Chemistry geneous Gas Forcing to Greenhouse Gases 

Dynamics Chemistry 

UNIVAQ Golombeck Spectral, 25 Surface to Not properly Detailed Simplified Equilibrium On-line, global 
and Prinn, rhomboidal 6, 7 1 . 6 km represented due to 2 x C02 balance approximation 
1 986;  Pitari � 1 0 '  X 20' spectral truncation in troposphere 
et al. , 1 992 

EMERAUDE Mahfouf T = 42,  3 0  Surface to Full general Linearized None Transient On-line, based on 
et al. , 1 993 -2. 8 '  X 2 . 8 '  80 km circulation model scheme 2 x C02 SST changes from 

Hamburg GCM 
(Cubash et al. , 1 992) 

UKMO Austin 5 " x 5 " 32 3 1 6  to Planetary waves Detailed Detailed Equilibrium Calculated in separate 
Mechanistic et al. , 1 992; 0 .03 1 6  hPa prescribed at lower 2 x C02 experiment with 

Austin and (�8 to boundary* similar model, then 
Butchart, 72 km) prescribed for 
1 994 chemistry runs 

....... UKMO Austin et al. , 2 . 5 '  X 3 . 7 5 '  4 9  Surface to Full general Detailed Detailed Proj ected On-line, based on !'--> 
w Chemistry- 1 997 65 km circulation model increases, SST changes from 
v, Climate 1 990-20 1 5  separate atmosphere/ 

ocean coupled simulation 

ECHAM3/ Roeckner Triangular 1 9  Surface to Model top location Detailed Detailed Proj ected Calculated in separate 
CHEM et al. , 1 992; 2 1 ,  1 0  hPa limits stratospheric increases, experiment with "tJ 

Steil et al. , �5 . 6 '  X 5 . 6 '  dynamics 1 990-20 1 5  related model, then JJ 
1 99 8  prescribed for m 0 chemistry runs 0 -1 

Arpege/ Deque and T = 2 1 ,  4 1  Surface to Full general Detailed Detailed Proj ected On-line, based on z 
REPRO BUS Piedelievre, -5 .6'  X 5 .6 '  80 km circulation model increases, SST changes from G) 
(ARPROBUS) 1 99 5 ;  Lefevre 1 995-20 1 5  separate atmosphere/ -1 :I: 

et al. , 1 994 ocean coupled simulation m 
"'11 

Simplifiedt c: 
GIS S  Rind e t  al. , 8' X 1 0 '  2 3  Surface to Full general Simplified Proj ected On-line, including -1 

1 998;  Shindell 85 km circulation model increases, SSTs c: JJ 
et al. , 1 998a 1 959-2070, m 

and Equilibrium 0 
2 x C02 N 

0 z 
The models described in the bottom four rows are used in Section 1 2 .2 .3 .2  to  assess future ozone changes. 

m 
I 

* Various planetary wave amplitudes were prescribed at the model's lower boundary to simulate a variety of atmospheric conditions. � 
Parameterized ozone chemical responses to temperature and radiative forcings only; ozone transport changes calculated offline (non-interactively) from the doubled-C02 experiments. m JJ 
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stratosphere at 1 . 5 hPa, all for equatorial areas. This i s  

similar to  the range 4 7 -83% seen in  tropospheric models 

(Table 6-3 ofiPCC, 1 996). This factor can then be used 

in the comparison of results from the stratospheric models 

run in transient doubled-C02 experiments with those run 

in equilibrium doubled-C02 experiments. 

12.2.3.1a Temperature and Dynamics Changes 

There is significant model-to-model variation in 

temperature response.  Figure 12-2 1  gives the annual­

average temperature response to C02 doubling in the 

GISS  model, including the feedback of ozone changing 

the absorption of radiation. Comparisons with the 

tropospheric models included in IPCC ( 1 996) show a 

similar pattern of warming, notably including the tem­

perature increase in the equatorial upper troposphere . 

The warming in the upper troposphere is found in various 

of the models considered here, but its magnitude varies 

significantly. For example, the UNIVAQ model gives a 

warming of2 to 4 K, which is considerably smaller than 

the GIS S  model warming of up to 1 0  K. However, 

the UNIVAQ model uses a Newtonian cooling ap­

proximation in the troposphere and does not calculate 

heating rates explicitly. The EMERAUDE model also 

gave a smaller warming of about 2 .5  K, although some 

of the discrepancy with the GISS model can be accounted 

for by the transient nature of the experiment. The 

EMERAUDE model found a transient doubled-C02 

surface warming of 1 .4 K, near the low end of the 1 . 3 -

3 . 8  K range for similar experiments (IPCC, 1 996). The 

GISS model gave a surface warming of 4.2 K in a climate 

run with no stratosphere (as compared with 5 . 1  K in the 

GIS S  troposphere-stratosphere model (Rind et al. , 

1 998)), toward the high end of the 2 . 1 -4 .6  K range seen 

in similar experiments (IPCC, 1 996). The temperature 

response in these two models may therefore represent 

the range of results based on the variability in current 

climate models. 

The tropospheric warming in the GISS model is 

so large that it extends up into the lower stratosphere. 

This warming, and the associated circulation changes, 

affects the transport of heat in the stratosphere, as well 

as directly altering the radiative flux. Therefore, the de­

gree of warming in the upper troposphere must be thought 

of as one of the largest sources of uncertainty in estimat­

ing the ozone response to increasing greenhouse gases. 

In the midlatitude and equatorial upper strat­

osphere, the coupled models discussed here all show a 

large cooling of between 6 and 1 2  degrees, as expected 

Annual Average 

0 . 1  

-90 

Latitude 

Figure 12-21. Zonal-mean annual-average tem­
peratu re change (K) induced by doub l ing C02 in 
the G I SS mode l .  The values shown have been 
averaged over the last 20 years of a 50-year run ,  
after the model had reached equ i l ib ri um with the 
doubled C02 . 

from greenhouse gas increases (Fels et al. , 1 980; Boville, 

1 986 ;  Rind et al. , 1 990). The magnitude of the cooling 

is reduced by about 20% by the ozone chemical feed­

back (see, for example, Rind et al., 1 998 ;  Shindell et al. , 

1 998a) . In the midlatitude and equatorial lower strat­

osphere, however, the models disagree,  with the GIS S  

model finding a slight warming driven by its tropospheric 

warming while the other models have a cooling. At high 

latitudes  throughout the strato sphere , there are 

considerable differences in the temperature response,  

which are associated with differences  in modeled 

circulation changes. 

All the models produce an enhanced residual 

circulation in response to increasing greenhouse gases, 

causing an increased transport of ozone to high latitudes, 

though the magnitude of the increase varies between 

models .  The UNIVAQ experiment with 500 ppmv C02 

found ozone increases of about 1 0% of the background 

values at high latitudes due to circulation changes .  

Changes in  lower stratospheric temperature gradients 

and consequently zonal winds alter the propagation of 

planetary waves. This can affect the frequency of sudden 
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warmings in the models . Again, there is considerable 

variability between the models . The EMERAUDE model 

finds an increased frequency of Northern Hemisphere 

sudden stratospheric warmings.  On the other hand, the 

GISS  model gives a reduction in the frequency of sudden 

warmings, leading to a more stable, colder polar vortex, 

with significant effects on Arctic ozone loss .  

12. 2. 3. 1b Ozone Changes 

Lower temperatures slow down the rates of the 

homogeneous chemical reactions that destroy ozone, so 

that the cooling found in the upper stratosphere in the 

models results in increased ozone . An increased 

overhead column reduces the amount of UV reaching 

the lower stratosphere, decreasing the photochemical 

production of ozone there, in addition to ozone changes 

induced by temperature and circulation changes .  

Changes in total column ozone amounts are 

available for the UNIVAQ, EMERAUDE, and GISS  

models. All three models show increases, of  up to  4%, 

in the equatorial region where the temperature responses 

are similar. However, the UNIVAQ model experiment 

with 500 ppmv C02 showed a decrease in the tropical 

ozone column, as the additional upwelling outweighs the 

chemical changes in the middle stratosphere . 

At middle latitudes,  there was cooling throughout 

the stratosphere in the UNIVAQ and EMERAUDE 

models, leading to column increases. In the GISS model, 

the lower stratosphere warmed, leading to a temperature­

induced ozone decrease there, which combines with a 

decrease induced by the larger overhead ozone column. 

These generally outweigh the upper stratospheric ozone 

increase, giving a net column decrease. 

At high latitudes,  the results from the models 

generally differ more sharply. The EMERAUDE model 

did not include heterogeneous chemistry, while the 

UNIVAQ model did include a simplified heterogeneous 

chemistry scheme. The GISS model was run both with 

and without heterogeneous chemistry. The UNIVAQ 

model ,  and GI S S  model  without heterogeneous 

chemistry, found ozone column changes of - 1% to + 7% 

and -2% to +5%, respectively. The seasonal variation 

also agrees quite well between these models . Both show 

a slight column loss at high southern latitudes during 

the austral fall/winter, and column increases before and 

after. The EMERAUDE model found column increases 

of +4% to +9% at high southern latitudes ,  however, and 

showed increases at all times of the year. The differences 
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likely arise from the inclusion or lack of heterogeneous 

chemistry and from the varied predictions of the future 

frequency of sudden warmings.  

In the polar spring lower stratosphere , het­

erogeneous chemistry on PSCs can lead to severe ozone 

loss, which is particularly sensitive to small changes in 

temperature. PSC formation is dependent upon local 

temperatures ,  therefore adding to the uncertainty of 

model predictions . Model experiments incorporating 

parameterized heterogeneous chemistry have been 

performed with the UNIVAQ and GISS models using 

constant chlorine abundances .  The model response 

obviously depends critically on both the background 

temperatures calculated in the model, and the per­

turbations to those temperatures as greenhouse gases 

increase. For the Antarctic spring, when a large ozone 

hole forms with current C02 amounts, the doubling of 

C02 has a fairly small impact. In these models, the 

primary effects are an increase in the areal extent and 

the duration of the ozone hole . 

In the Arctic, the UNIVAQ model finds that the 

total ozone column decreases by approximately 2% 

relative to 1 x C02. However, only a single fairly warm 

year was simulated in the experiment. The UKMO 

mechanistic model was used to simulate the seasonal 

evolution for several different years (Austin et al. , 1 992; 

Austin and Butchart, 1 994). During winters in which no 

stratospheric warmings occurred, total ozone decreased 

by about 35% (Figure 12-22), similar to, though slightly 

smaller than, the losses of up to 50% seen in years without 

warmings in the GISS model (Shindell et al. , 1 998a) .  

Note that the three models were run with chlorine 

loadings of 2 .5 -3 .6  ppbv, which are now considered too 

large for the doubled-C02 atmosphere. 

12.2.3.2 TRANSIENT OzoNE REsPONSE 

Three-dimensional experiments using coupled 

chemistry-climate models with realistic projections of 

chlorine loading and greenhouse gas emissions are 

essential for predictions of future ozone. Advances in 

computing power and our understanding of stratospheric 

processes have only recently allowed the first such 

simulations . Results from the GISS model (Shindell et 

al. , 1 998b) and the ECHAM3/CHEM model (Dameris 

et al. , 1 998) have been published. Two further exper­

iments have rec ently been completed with the 

ARPROBUS and the UKMO chemistry-climate models .  

A preliminary analysis from these two models has also 
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Figu re 12-22. Model s imu lat ions of the t ime evo­
l ut ion of total ozone (DU)  in mid and h igh  latitudes 
of the Northern Hemisphere for the winter of 1 990 
us ing (a) cu rrent levels (330 ppmv) of carbon d iox­
ide and (b) doubled levels (660 ppmv) of carbon 
d ioxide (from Austi n and Butchart ,  1 994) . The con­
tou rs are at 40-DU i nterva ls .  L ight stipp l ing ind i ­
cates val ues between 240 and 280 DU;  heavy stip­
p l ing ind icates values below 240 DU. Note in  par­
ticu lar  the lower val ues of ozone near 80' N  after 
day 1 00 for the doubled-C02 case . 

been performed for this Assessment, providing valuable 

indications of the robustness of the conclusions of the 

published work. 

The GISS model is a full general circulation model 

that uses chemistry based upon parameterizations derived 

in a 2-D model. The chemistry is interactive with the 

model 's radiation, but ozone transport is calculated in a 

non-interactive manner. Future chlorine and CFC 

amounts were based on current emission limits, while 

greenhouse gas emissions (C02, CH4, and N20) were 

similar to the IS92a (IPCC, 1 996) scenario (see Figure 1 

of Shindell et al. , 1 99 8b ) .  The model s imulated 

conditions from 1 95 9  through 2070 .  Sea  surface 

temperature (SST) changes were calculated on-line in 

this model. 

The ECHAM3/CHEM general circulation model 

(Roeckner et al. , 1 992; Steil et al. , 1 998) was used in 

time slice simulations for 1 99 1  and 20 1 5  conditions 

(Dameris et al. , 1 998) .  This model has a detailed treat­

ment of homogeneous and heterogeneous chemistry. 

However, with a model top located in the middle 

stratosphere at 10 mb, this model cannot properly repro­

duce planetary wave propagation in the stratosphere 

(Austin et al. , 1 997;  Rind et al. , 1 998) .  Nevertheless, 

the model is  able to reproduce realistic Northern 

Hemisphere vortex variability in terms of shape and 

location (Grewe et al. , 1 998) .  The model was run with 

non-interactive chemistry so that chemical changes did 

not feed back on the radiation or dynamics .  Projected 

greenhouse gases were included and chlorine amounts 

went from 3 .2 ppbv in 1 9 9 1  to 2 .7  ppbv in 20 1 5  (a faster 

reduction in chlorine loading than discussed in Chapter 

1 1  of this Assessment) . The ECHAM3/CHEM simu­

lations also included changes in tropospheric ozone. The 

model predicted an increasing trend in tropospheric 

ozone, driven by emissions of ozone precursors. Because 

this is the only model described here that included 

changes in tropospheric ozone, the calculated changes 

in column ozone should be offset from the models with 

stratospheric chemistry alone. The model was run for 

14  years for each set of conditions ( 1 9 9 1  and 201 5) .  

Results were averaged over the last 10  years to  provide 

a picture of the average behavior for each set of trace 

gas loadings with the influence of the initial conditions 

removed by the 4-year start-up period. SST changes were 

taken from a transient s imulation with a coupled 

atmosphere-ocean GCM. 

12.28 

The ARPROBUS model is a combination of the 

Arpege-c limat GCM and the REPROBUS CTM.  

Arpege-climat is the climate version of the Arpege/ 

Integrated Forecast System (IFS) weather prediction 

model developed jointly by Meteo-France and ECMWF. 

Doubled-C02 experiments using Arpege-climat (Timbal 

et al. , 1 997;  Douville et al. , 1 998) have shown climate 

responses close to the projections of previous similar 

studies performed elsewhere. The REPROBUS CTM 



calculates the evolution of 55 species with a detailed 

treatment of the homogeneous and heterogeneous 

chemistry. This model has often been used for case 

studies of polar stratospheric winters, giving results in 

rather good agreement with experimental data in terms 

of NOY, chlorine activation, and ozone loss (e.g . ,  von 

Clarmann et al. , 1 997;  Lefevre et al. , 1 994; Lefevre et 

al. , 1 998 ;  Payan et al. ,  1 998 ;  Renard et a/. ,  1 997;  Wetzel 

et al. , 1 997) .  For the simulations presented here the 

ARPROBUS coupled model was integrated at T2 1 ( 5 .6 °)  

horizontal resolution, on 4 1  levels from the ground up 

to 80  km. The ozone field was exchanged every 6 hours 

between the CTM and the radiative code of the GCM 

for a fully interactive coupling between chemistry, 

radiation, and dynamics .  Like the ECHAM3/CHEM 

model, ARPROBUS was run for 6 years for both 1 995 

and 20 1 5  conditions. IPCC projections of greenhouse 

gases were used in the model experiments, while chlorine 

amounts went from 3 . 7  ppbv in 1 995 to 3 . 3  ppbv in 20 1 5  

(again a slightly faster reduction in chlorine loading than 

assumed in scenario A3 in Chapter 1 1  ) .  SST changes 

were calculated in a separate transient experiment with 

the Arpege-climat GCM coupled to an ocean model. 

An upgraded vers ion of the tropo sphere­

stratosphere configuration of the UKMO Unified Model 

(Butchart and Austin, 1 998) has been run from 1 990 to 

2050, assuming greenhouse gas changes specified under 

scenario IS92a (IPCC, 1 996).  Sea surface temperature 

was taken from a coupled ocean-atmosphere version of 

the Unified Model (Mitchell et al. , 1 995 ;  Johns et al. , 

1 997) .  This integration provided dynamical initial 

conditions for 1 6-month, fully coupled chemistry 

integrations at 5-year intervals beginning with 1 March 

1 994. Appropriate sea surface conditions were obtained 

from the coupled atmosphere-ocean version of the model. 

Only the last 12 months of the simulations were used in 

the analysis presented here, which allowed the model 4 

months to come into approximate equilibrium with 

radiative forcing . Chlorine trends were taken from 

Chapter 1 1  of this Assessment, while bromine trends were 

assumed to increase through 20 1 0 .  The treatment of 

chemistry is of similar complexity to the ARPROBUS 

model. While only 1 -year snapshots were performed, 

the fact that the results are representative can be assessed 

qualitatively by noting that changes  occur steadily 

throughout the period. The dynamical climatology of 

the model is in reasonable agreement with observations 

(Butchart and Austin, 1 998) ,  while the trends predicted 

in the troposphere agree with previous studies (see, for 
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example, Mitchell et al. , 1 995) .  In the upper stratosphere 

the model response to increasing greenhouse gases is 

consistent with past temperature trends (Chapter 5) .  The 

chemical performance of the model was investigated in 

Austin et al. ( 1 997) and found to be satisfactory for the 

current atmosphere. Further calculations with improved 

versions of the model support these conclusions. 

12.2.3.2a Temperature and Dynamics Changes 

For the behavior of polar ozone, temperatures in 

the winter/spring lower stratosphere are most important. 

F igure 1 2 -23  shows the zonal-mean temperature 

difference between 20 1 5  and 1 995 for February and 

September for the four models .  All the models show a 

tropospheric warming and a general stratospheric 

cooling, as expected. The magnitudes of the upper 

tropospheric warmings are fairly similar in the four 

models ,  though the ECHAM3/CHEM model shows a 

larger warming in September and the ARPROBUS 

model shows a smaller warming in February. A distinct 

maximum in the tropics appears in the GISS,  ECHAM3/ 

CHEM, and UKMO models .  In the lower stratosphere, 

the ECHAM3/CHEM model shows a larger cooling than 

the other three models, except in the Arctic during 

February, when the GISS and UKMO models show a 

cooling of more than 4 K. The GISS and ARPROBUS 

models include ozone radiative feedback, while the 

ECHAM3/CHEM and UKMO model results do not, 

which may partially account for some of the differences. 

Analysis of the GISS model results showed that 

the Arctic winter/spring cooling in that model results 

from both greenhouse-gas-induced radiative cooling and 

dynamical changes. The changes in the temperature 

structure of the atmosphere, especially the increase in 

the upper troposphere/lower stratosphere latitudinal 

temperature gradient, increase the lower stratospheric 

zonal winds, altering the propagation of planetary waves 

so as to reduce the frequency of Northern Hemisphere 

sudden stratospheric warmings in the model. The 

ECHAM3/CHEM model also predicts a colder Arctic 

vortex but, with a top at 1 0  hPa, is unable to simulate 

stratospheric dynamics completely, so that it may not 

have been able to predict the frequency of sudden 

warmings properly. The UKMO model also shows its 

strongest stratospheric cooling in the Arctic region. The 

ARPROBUS model simulated a colder vortex on average 

for 20 1 5  conditions, although the magnitude of changes 

within the vortex can be distorted in the zonal-mean 
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Figure 1 2-23. Zonal mean temperatu re changes forced by projected g reenhouse gas and halogen em is­
sions du ring  February and September between 201 5 and 1 995 for fou r  models .  (a) G I S S  mode l .  Note the 
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averaging of the highly asymmetric Arctic vortex. Given 

the large variability and that the results for this model 

are only a 5 -year average, it is difficult to draw con­

clusions about the frequency of sudden warmings .  

Another factor linked to the strength of the Arctic 

cooling is the positive feedback of increased ozone 

depletion included in the GI S S  and ARPROBUS 

simulations , but not in the UKMO dynamical and 

ECHAM3/CHEM simulations. The lower temperatures 

in the Arctic vortex found in all four models are consistent 

with the observed temperature trends .  The wintertime 

Arctic vortex area with temperatures below 1 95 K has 

increased considerably over the past three decades 

(Pawson and Naujokat, 1 997), in accordance with an 

overall stratospheric cooling trend (see Chapter 5 of this 

Assessment) . Wintertime lower stratospheric zonal 

winds have increased over the last decades as well 

(Kodera and Koide, 1 997), as takes place in the GISS  

model . Recent Arctic winters have also shown large 

ozone losses and an increasingly stable and persistent 

polar vortex (see, for example, Manney et al . ,  1 996;  

Zurek et al. , 1 996;  Muller et al. , 1 997a,b; Rex et al. , 

1 997; Newman et al. , 1 997). In the first 8 years of the 

1 990s, there has been only one Arctic major warming 

during December-February, as compared with five that 

occurred during the 1 980s.  Increasing greenhouse gases, 

coupled with the reduction in ozone in the lower 

stratosphere (see Chapter 5) ,  may be responsible for this 

abrupt decrease in warmings, and hence for the very large 

Arctic ozone destruction measured in recent winters . 

In the Antarctic lower strato sphere during 

September there is a noticeable difference between the 

results of the GISS  and ECHAM3/CHEM models, and 

the more recent results of the ARPROBUS and UKMO 

models . The first two models show a significant cooling 

over the polar region, although the changes are typically 

much smaller than those predicted for the Arctic winter/ 

spring. In contrast the other two models show a warming 

in the midlatitude stratosphere with the cooling over the 

pole only occurring above about 20 km. For the UKMO 

results, which include no ozone-radiative feedback, the 

most likely cause of the warming is an increase in 

planetary wave propagation; it is also possible that this 

occurred in the ARPROBUS model. Therefore the 

preliminary results from these two models appear to 

indicate the opposite response, in terms of planetary wave 

propagation, for the Southern Hemisphere winter to that 

found by all the models for the late northern winter. Note 

again that the ECHAM3/CHEM model, with a top at 1 0  
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hPa, may not have been able to accurately predict the 

changes in planetary waves.  

In summary, all  four GCMs that ran transient 

chemistry-climate experiments show a general cooling 

trend in the polar lower stratosphere in the Arctic in 

February and above 20 km in the Antarctic spring. The 

degree of cooling varies from model to model, with the 

largest uncertainties arising from varied dynamical 

responses and whether the radiative feedback of ozone 

changes was included in the calculations . In the Arctic, 

sudden stratospheric warmings are extremely important 

in determining the polar springtime lower stratospheric 

temperatures .  Changes in the frequency of sudden strat­

ospheric warmings can best be assessed in the models 

with long-term simulations and an upper boundary 

above the stratopause, such as employed in the UKMO 

(dynamical simulation) and GISS models .  Both exper­

iments produced a reduction in the frequency of strato­

spheric warmings over the next several decades, leading 

to a more stable, colder polar vortex in the Arctic,  

although for the UKMO results ,  the frequency of 

warmings increased again during subsequent decades .  

12.2.3.2b Ozone Changes 

Minimum column ozone predictions are shown in 

Figure 1 2-24 for the Arctic and the Antarctic along with 

observations . The GISS model predicts maximum Arctic 

ozone losses during the period 2005-2020, roughly a 

decade after the peak stratospheric chlorine loading, 

clearly showing the influence in the model of increasing 

greenhouse gases. Without this greenhouse gas forcing, 

maximum losses  would of course occur when the 

maximum chlorine amount is present. Although a de­

crease in the abundance of lower tropospheric halogens 

has recently been observed (Elkins et al. , 1 993 ; Montzka 

et al. , 1 996), implying that stratospheric loading should 

begin to decrease in several years, the recovery of polar 

stratospheric ozone will, according to the GISS model, 

likely be delayed beyond the forthcoming stratospheric 

maximum halogen loading by climate forcing. In the 

ECHAM3/CHEM model, there is also a delay in the 

recovery of polar ozone relative to that seen without 

climate forcing (Dameris et al. , 1 998) .  These results do 

not show a significant recovery of stratospheric ozone 

in the Arctic or Antarctic by 20 1 5  relative to 1 990, despite 

the 0 .5-ppbv reduction in chlorine loading assumed over 

this period. Again, that model has a 1 0-hPa top, limiting 

its simulation of the dynamical response to greenhouse 

gas mcreases. 
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Figure 1 2-24. Min imum total column ozone south 
of 65 deg rees averaged over the last 3 days of 
September, except for 1 993 for which 23-25 Sep­
tember was used (Antarctic) , and north of 65 de­
g rees averaged over the last 3 days of March (Arc­
tic) , as seen in TOMS Vers ion 7 data (fi l led c i rcles 
and squares) , and in the models (G ISS-open c i rcles 
and squares; UKMO-triangles; ARPROBUS-ci rcles 
with error bars g iv ing the range;  ECHAM3/CH EM­
diamonds with error bars g iv ing the standard de­
viation) . Note that the fou r  models used somewhat 
d ifferent projections of ch lorine  load ing (see text) . 
Add it ional ly, the ECHAM3/CHEM model incl uded 
a tropospheric ozone increase with t ime, which has 
been subtracted.  

The minimum Arctic ozone column amounts from 

the UKM 0 results shown in Figure 12-24 are higher than 

the GISS model results but also show continued low 

ozone until at least 20 10 .  For the Antarctic, the ozone 

hole appears slightly later than observed; thus the UKMO 

results shown here are for the first week of October. 

Minimum ozone occurs in 1 994 but an ozone increase 

does  not become s ignificant until  2 0 0 9 .  The 

ARPROBUS results are similar to the UKMO values, 

showing an increase in ozone in the Antarctic but no 

significant change in the Arctic .  It is important to note 

that the models used different assumptions regarding the 

change in chlorine loading between 20 1 5  and 1 995 .  The 

UKMO and GISS models used projections with a slow 

chlorine decrease during this period, 0.2 and 0. 1 ppbv, 

respectively, similar to that used by the 2-D models 

(scenario A3 of Chapter 1 1  ). In contrast, the chlorine in 

the ARPROBUS and ECHAM3 /CHEM models  

decreased by 0 .4  and 0 .5 ppbv, respectively (20 1 5  relative 

to 1 990 for the ECHAM3/CHEM model), a decline 

somewhere between the WMO 1 994 Assessment (WMO, 

1 995) and the present Assessment baseline cases (see 

Figure 12 - 1  ) .  This may at least partially account for the 

differences between the model results. 

Although the overall  frequency of sudden 

warmings has decreased, variability in the Arctic is still 

large during the late 1 990s and early 2000s in the GISS  

model, a s  shown in  Figure 12-25 . For example, the 

model year 1 998 was fairly warm, leading to relatively 

weak ozone depletion in that year as compared with years 

just before and after. The GCM does not represent the 

particular meteorological conditions found in any given 

year, but rather gives representative conditions based on 

the input trends that drive the simulation. The onset of 

severe Arctic ozone depletion in the model during the 

1 990s is well represented, as seen in the comparison 

between modeled and observed ozone shown in Figure 

12-24. Ozone depletion is significantly deeper in the 

model years 200 1 and 2002, which show the most ozone 

loss during the 2000-2005 period. Note that these figures 

show model results including only climatological zonal 

mean ozone transport, illustrating how temperature 

variations with longitude lead to asymmetric chemical 

ozone destruction. As discussed in Shindell et al. 

( 1 998b), changes in transport in the GISS model have 

little effect on polar ozone through 20 1 5  relative to 

chemical losses, though the inclusion of longitudinally 

varying transport would reduce the symmetry about the 

pole seen at middle and low latitudes. 
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A comparison between 1 995 and 20 1 5  total ozone 

during the spring in both hemispheres is shown in Figure 

12-26 for the GISS model. These years are representative 

of typical conditions for the 1 990s  and 2 0 1  Os ,  re­

spectively, as values for these single years are quite 

similar to the 1 990s and 20 1 Os decadally averaged values .  

The impact of the increasing greenhouse  gases on 

Antarctic losses is fairly small, as depletion is already 

so extreme. The ozone hole persists for a longer time as 

temperatures stay low progress ively longer with 

greenhouse forcing. Variability is much less in the 

Antarctic than in the Arctic, indicating that the Antarctic 

will likely be a better location for observations of  

recovery, as  discussed in  Section 12 .4 .  Arctic losses in­

crease significantly by 20 15 ,  as was seen in Figure 12-24. 

The ECHAM3/CHEM model predicts an Antarctic 

ozone hole in 20 1 5  that is fairly similar to that predicted 

for 1 990, as shown in Figure 12-27. In the Arctic, the 

model shows a small, non-significant recovery in column 
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Figure 12-25. Observed and modeled ozone column (DU) averaged over the last week of March . The fi rst 
three panels are TOMS observat ions,  wh i le  the last s ix are G I SS model output. Val ues are g iven for the 
ind icated years , with model years in  quotes to ind icate that they do not represent actual years .  The largest 
scale d iv is ion represents a l l  values over 465 D U .  
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O z o n e  total (DU) , S e p tember 1 99 5  O z o n e  total (DU) , March 1 99 5  
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80 

Figure 12-26. Total co lumn ozone amou nts (DU)  in  the G I SS model for September and March 1 995 and 
20 1 5 . The resu lts are each from a s ing le year, though these val ues do not d iffer s ign if icantly from 1 0-year 
averages around each time per iod. 
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Figu re 12-27. Total column  ozone amounts (DU)  in  the ECHAM3/CHEM model  for March and September 
1 990 and 201 5 .  Tropospheric ozone has been removed for consistency with the other models ,  which d id 
not include tropospheric ozone changes.  A l l  resu lts have been averaged over 1 0 years of model s imu lations. 

ozone by 20 1 5 .  Stratospheric ozone loss remained 

roughly constant, indicating that the large decrease in 

chlorine loading was compensated for by the influence 

of reduced lower stratospheric temperatures in the model. 

We note again that the simulation assumed a decrease in 

chlorine loading of 0 .5  ppbv ( 1 6%) by 20 1 5  relative to 
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1 990, which is much larger than the base case considered 

by the 2-D models in this chapter. 

The UKMO model results (Figure 12-28) show a 

maximum in the depth of the Antarctic ozone hole in 

1 994, and as greenhouse gases increased, the depth of 

the hole did not initially change significantly. By 2009, 
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Oct 1994 Mar 1995 

Oct 2009 Mar 2010 

Figure 1 2-28. Total column ozone amounts (DU)  in the U KMO model for October and March 1 994/1 995 
and 2009/201 0 .  The resu lts are each from a s ing le modeled year. 

in the ozone hole, total ozone increased by some 40 DU 

due to a reduction in homogeneous ozone destruction 

and an increase in ozone transport. For the Arctic, the 

UKMO model results showed a generally decreasing 

ozone amount until 20 1 0 . Thereafter ozone recovered, 

indicating a delayed recovery of ozone in the Arctic 

relative to the Antarctic . Note that the results shown in 

Figure 12-28 are for 2009/20 10 ,  which is the time when 

the largest contrast with 1 995 was simulated in the 

Northern Hemisphere (although it must be emphasized 

that the results are only available at 5-year intervals) .  

The ARPROBUS model  shows a significant 

increase in column ozone over Antarctica during the 
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spring of 20 1 5  relative to  1 995 (Figure 1 2-29) . This 

i s  due to the decrease in the amount of chlorine 

proj ected in the 20 1 5  atmosphere, which outweighs 

in the model the effect of the increase in greenhouse 

gas concentrations . Over the Arctic ,  the cooling 

predicted by the model led to a larger number of polar 

stratospheric clouds (PSCs) .  Compared to the 1 995  

simulation, this caused a March-average loss  of about 

30 DU in the vortex. 

In summary, three of the models show increased 

ozone losses  within the Arctic vortex, while the 

ECHAM3/CHEM model shows no significant changes .  

An additional effect of the Arctic springtime ozone losses 
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Figure 12-29. Total column  ozone amounts (DU)  in  the  ARPROBUS model for October and  March 1 995 
(top) and 201 5 (bottom) .  All resu lts have been averaged over 5 years of model s imu lations .  

has been to reduce the annual cycle in high-latitude total 

ozone in all four models. We note that in the simulations 

discussed  here (doubled C02  and transient) , the 

ECHAM3/CHEM and ARPROBUS models include 

chemical changes in species other than ozone that are 

expected to occur with increasing greenhouse gases .  

These include the production of additional water from 

the oxidation of increasing methane, additional odd 

nitrogen from the increasing emissions of nitrous oxide 

(N20), and indirect effects such as changes in strato­

spheric water vapor due to changes in tropospheric 

temperatures and dynamics. Also, the UKMO model 

includes additional odd nitrogen from N20 increases. 
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12.2.3.3 CONCLUSIONS 

Advances in computing power have allowed the 

first simulations of future ozone using coupled 3 -D 

models. Despite these improvements, there are con­

siderable differences between the results of individual 

models. For example, at high latitudes throughout the 

stratosphere, the temperature response of models to 

increasing greenhouse gases, which is associated with 

differences in modeled circulation changes ,  varies 

significantly. Further development of stratospheric 

GCMs is necessary for them to reach a consensus 

regarding predictions of chemistry-climate interactions 
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in the stratosphere such as that now seen in predictions 

of surface parameters by climate models .  

Models highlight that future Arctic ozone loss i s  

very sensitive to changes in the frequency of sudden 

stratospheric warmings .  As greenhouse gases increase, 

the transient simulations described here predict a strong 

cooling of the Arctic vortex, consistent with recent 

observed trends that show a cooling and a reduced 

frequency of sudden warmings .  This cooling trend has 

a significant impact on Arctic ozone loss through the 

extremely temperature-sensitive chemistry in this region. 

All four coupled chemistry-climate models show the 

same or greater ozone depletion in the Arctic in 20 1 5  as 

in 1 995,  despite assumed reductions in chlorine loading 

ranging from 3 %  to 1 6% .  Two models give trends 

through the coming two decades (rather than snapshots 

at just two times). Both showed steadily increasing ozone 

loss through 20 10 ,  with recovery beginning roughly 1 to 

1 0  years later. All the models indicate that the onset of 

Arctic ozone recovery is likely to be delayed past the 

maximum in stratospheric chlorine abundances .  

The UKMO and ARPROBUS simulations show 

the onset of ozone recovery from halogen-induced 

depletion occurring earlier by 5 years or more in the 

Antarctic than in the Arctic ,  while the GIS S  and 

ECHAM models show similar timing in the two 

hemispheres .  All the models show a larger degree of 

variability in the Arctic than in the Antarctic, however, 

suggesting that observations of Antarctic ozone will 

likely provide a better indicator of ozone recovery than 

Arctic observations . 

12.3 OTH ER PERTURBATIONS 

Several factors, other than those discussed in 

Section 12 .2, are important in regulating the levels of 

stratospheric ozone. Natural processes such as solar 

cycle ultraviolet flux variations and charged-particle 

precipitation can serve to either mitigate or enhance 

ozone changes. Anthropogenic activities such as rocket 

or shuttle launches,  nuclear explosions, and aircraft can 

also have an influence.  

12.3.1 Natural Processes 

Solar cycle ultraviolet flux variations, charged­

particle precipitation, and interannual and quasi-biennial 

dynamical changes can all have an influence on ozone. 

These processes are discussed in the following sections . 

12.3.1.1 SoLAR CvcLE VARIATIONS 

Solar cycle variations in ultraviolet (UV) flux have 

been observed and simulated to vary with the 1 1 -year 

solar cycle and 27-day solar rotation periods (e . g . ,  

Brasseur and Simon, 1 98 1 ;  Garcia et al. , 1 984; Callis et 

al. , 1985 ;  Hood et al. , 1 993 ;  Huang and Brasseur, 1 993 ;  

Chandra and McPeters , 1 994; Fleming et  al. , 1 995) .  

Brasseur ( 1 993) showed a latitudinal dependence in the 

total ozone response, with 1 %  larger levels in the tropics 

and 1 . 5% in high latitudes at solar maximum compared 

to solar minimum. Jackman et al. ( 1 996a) used solar 

UV flux variations measured by the Solar- Stellar 

Irradiance Comparison Experiment (SOLSTICE) instru­

ment aboard UARS along with F 1 0.7-cm flux variations 

as a transfer standard for non-UARS observing years 

(prior to September 1 9 9 1 )  to derive solar UV changes 

beginning from 1 94 7. These computations predicted 

variations in global total ozone of 1 .2% from solar 

maximum to minimum. Both Brasseur ( 1 993 )  and 

Jackman et al. ( 1 996a) predictions are in reasonable 

agreement with the value of 1 .2% derived by Reinsel 

et al. ( 1 987) ,  using a statistical analysis of the Dobson 

data on ozone and the F 1 0 .7-cm flux, and the 1 -2% 

values cited in Chapter 7 of WMO ( 1 992) .  The solar 

UV flux does have a significant effect on total ozone 

and will need to be considered when studying future 

ozone changes .  

While the total ozone variation predicted in var­

ious models agrees fairly well with the observations, 

the vertical profile of the observed change greatly 

underestimates the ozone response to solar variations in 

the upper stratosphere (McCormack and Hood, 1 996). 

Given that variations in heating rates in the upper 

stratosphere induced by solar irradiance variations can 

exert a considerable influence on dynamics (see, for 

example, Balachandran and Rind, 1 995), this deficiency 

in the models will limit their ability to accurately 

reproduce the total atmospheric response to the solar 

cycle. Results from current models should therefore be 

interpreted with caution. Finally, the impact of the solar 

cycle on climate, which probably occurs through changing 

stratospheric ozone (Haigh, 1 996), should be considered. 
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12.3.1.2 CHARGED-PARTICLE PRECIPITATION 

Charged particles in the form of galactic cosmic 

rays, solar flare particles ,  relativistic electron pre­

cipitations, and auroral electrons and photoelectrons have 

all been predicted to have an effect on ozone (see 



references in Jackman ( 1 993) and Chapter 2 of WMO 

( 1 992)). Charged-particle effects are largest at polar 

latitudes, although the magnitude of the effects on ozone 

is still open to a great deal of discussion and uncertainty. 

The largest predicted decreases in total ozone from 

charged particles are a few percent at polar northern 

latitudes as a result of very large and energetic solar flare 

particle events (see, for example, Crutzen et a!. , 1 97 5 ;  

Jackman et al. , 1 995) .  

The effects of charged particles on ozone are 

much reduced at lower latitudes,  with solar flare particle 

events and galactic cosmic rays predicted to cause small 

changes in annually integrated total ozone between 

65 'N and 6 5 ' S  by a maximum of 0.22% and 0 .02%, 

respectively (Jackman et al. , 1 996a) . Although the 

magnitude and frequency of relativi stic e lectron 

precipitations are still quite uncertain, Callis et al. 

( 1 997) have computed changes in global total ozone 

o f 0 . 5 %  from these events over the 1 979 to 1 990 time 

period. Auroral electrons and photoelectrons produce 

NOY in the thermosphere with subsequent transport to 

the stratosphere and may also have an impact on strat­

ospheric ozone . Although Siskind et al. ( 1 997) have 

recently shown evidence of significant transport of this 

thermospheric NOY to the upper stratosphere, the 

effects on total ozone are not well quantified. 

1 2.3.2 Anthropogenic Activities 

Other anthropogenic activities besides halogen 

production and release may have caused or will cause 

ozone change. These activities include rocket launches, 

aircraft emissions in the lower stratosphere from the 

current fleet of aircraft, and a possible future fleet of 

supersonic aircraft. 

12.3.2.1 SHUTTLE AND RocKET LAUNCHES 

Summaries of the effects of exhaust products from 

rockets are given in Chapter 10 of WMO ( 1 992), the 

American Institute of Aeronautics and Astronautics 

report (AIAA, 1 99 1 ), and by Jackman ( 1 994) . Since 

these publications there has been further substantial 

research activity regarding the impact of rockets on 

strato spheric ozone . S ignificant research on the 

chemistry in rocket plumes has been undertaken in the 

past several years. Ross ( 1 996) has simulated total ozone 

loss of greater than 8% in areas of approximately 1 00 

km
2 

under a Space Shuttle plume about 1 hour after 
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launch. Such small areas of significant total ozone loss 

would be difficult for the TOMS instrument to measure 

with its field of view of about 1 600 km
2 

(Syage and Ross, 

1 996) .  Instruments aboard a WB-57F aircraft have 

measured molecular chlorine (Cl2) , ozone (03), and 

particles in Titan IV, Space Shuttle, and Delta exhaust 

plumes (Ross et al. , 1 997a,b), showing enhanced Cl2 and 

reduced ozone. 

Jones et al. ( 1 995) have computed the atmospheric 

impact of the Ariane 5 rocket. Emissions of inorganic 

chlorine, water vapor, and aluminum oxide were all 

considered. The steady-state 2-D model calculation, 

assuming the chlorine and water vapor emissions for 1 0  

Ariane 5 launches per year, shows small losses o f  ozone 

( <0 . 1 %) .  These losses appear to be independent of the 

form in which chlorine was released. The aluminum 

oxide emissions are calculated to add modest increases 

( � 1 %) to the stratospheric aerosol mass with the same 

launch scenario . Jackman et al. ( 1 996b) investigated 

the impact of the chlorine emission on the stratosphere 

using a launch scenario of nine Space Shuttles and three 

Titan IV rockets per year and found maximum decreases 

in ozone of 0 . 14% in the middle to upper stratosphere . 

A though the calculated impact on profile and total ozone 

is computed to be quite small, inclusion of heterogeneous 

chemistry was found to increase the total ozone loss by 

a factor of 2 .5 .  

Molina et  al. ( 1 997) have measured relatively 

high reaction probabilities (�0 .02%) for the reaction 

ClON02 + HCl --7 HN03 + Cl2 on aluminum oxide 

(alumina) particles .  These measurements have been 

considered in a recent global modeling study (Jackman 

et al. , 1 998),  which indicated that the alumina particles 

could be responsible for about one-third of the total ozone 

depletion from solid fuel rockets . Jackman et al. ( 1 998) 

used historical U. S .  launch rates of solid fuel rockets 

and computed annually averaged global total ozone 

losses of 0 .025% by the year 1 997. 

It is expected that there will be a higher rate of 

launches in the future, given the upcoming construction 

of the International Space Station and proposed launches 

of the Ariane 5 .  The computed, relatively minuscule 

effects on stratospheric ozone are, therefore, expected 

to increase. Future studies of possible stratospheric ozone 

effects from rockets should focus on the global launch 

rates ,  including not only NASA and European Space 

Agency (ESA) launches but also launches by other space 

agencies around the world. 
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12.3.2.2 CURRENT FLEET OF SUBSONIC AIRCRAFT 

The fleet of subsonic aircraft, operating primarily 

in the upper troposphere and lower stratosphere, has 

increased substantially over the past few decades and 

is expected to increase significantly in the next cen­

tury. Airplane engines emit C02, H20, NOx, CO,  

hydrocarbons, carbon soot, and sulfur oxides (SOx), 

which can all have an influence on the background 

atmosphere. A number of studies have been completed 

in recent years on the effects of subsonic aircraft on the 

atmosphere . Recent assessments of the atmospheric 

effects of subsonic aircraft emissions were completed 

by NASA (Friedl et a l . ,  1 997)  and the European 

Commission (Brasseur et al. , 1 998),  and included new 

model computations as well as summaries of the past 

work on this subject. The Intergovernmental Panel on 

Climate Change (IPCC) is also examining the impact of 

aircraft on the atmosphere and is presently enabling the 

production of a special report on aviation and the global 

atmosphere (IPCC, 1 999),  in collaboration with the 

Ozone Scientific Assessment Panel ofUNEP and in con­

junction with the International Civil Aviation Organiza­

tion (ICAO). Changes in lower stratospheric and upper 

tropospheric ozone caused by increases in subsonic 

traffic in the future could be a factor when considering 

future anthropogenic influences on ozone. 

12.3.2.3 HIGH SPEED CIVIL TRANSPORTS 

The aviation community is investigating the 

possibility of developing, marketing, and producing a 

fleet of High Speed Civil Transports (HSCTs) that would 

operate in the stratosphere. Another component of the 

IPCC aviation report is the influence of HSCTs on the 

background atmosphere . Of primary interest are the 

potential effects on ozone from a fleet ofHSCTs. These 

aircraft could cruise at Mach 2.4 with a range of 5000 to 

6500 nautical miles. The primary market for this new 

fleet of supersonic passenger aircraft will be the Atlantic 

and Pacific flight corridors, decreasing the average 

subsonic travel time by over a factor of 2. This HSCT 

fleet will cruise primarily in the lower stratosphere, 

within an ozone-rich region. Emissions from this pro­

posed fleet will predominantly occur at Northern Hemi­

sphere midlatitudes .  Trace constituents from HSCT 

engines are produced from ( 1 )  direct combustion of 

the kerosene-based fuel components forming H20, C02, 

CO, CH4, nonmethane hydrocarbons, and soot; (2) 

impurities in the fuel (e .g . ,  sulfur, forming S02) ;  and (3) 

high-temperature processes, breaking down atmospheric 

nitrogen to form NOx (NO + N02) . The IPCC special 

report (IPCC, 1 999) will include an assessment of the 

impacts of a possible HSCT fleet. This information will 

also be important to understanding future anthropogenic 

influences on atmospheric ozone. 

12.3.2.4 OTHER EFFECTS 

In addition to those processes responsible for 

changing stratospheric ozone, there are others that may 

affect the troposphere, including surface emissions of 

NOx, SOx, CO,  and hydrocarbons . Some of these  

emissions may increase in  the future, leading to  ozone 

production in the troposphere and adding slightly to the 

ozone column. Convective lifting of these emissions 

could also affect the tropopause region. No modeling of 

these processes has been included in this chapter but 

their effects are discussed in more detail in Chapter 7 .  

12.4 DETECTION OF TH E EXPECTED 
RECOVERY OF THE OZONE LAYER 
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One of the scientific highlights of the first decades 

of the 2 1 st century will likely be the uncovering of 

evidence for the turnaround in stratospheric ozone 

depletion owing to the reduction in the emission of 

ozone-depleting chemicals .  Observation of this recovery 

is important because it will show that the formulation 

and enforcement of regulations associated with the 

Montreal Protocol and its Amendments was an effective 

course to follow. However, as already indicated in this 

chapter, there are many uncertainties associated with 

ozone recovery, for example, the possibility of future 

volcanic eruptions, and they will all impact our ability 

to actually observe the recovery. 

It is the purpose of this section to identify those 

indicators that might be used for the earliest possible 

evidence of the beginning of ozone layer recovery. For 

this purpose, we define the beginning of recovery as a 

measurable increase in ozone toward pre- 1 980 values .  

Clearly, another important observation will be a pre­

recovery period, i .e . ,  a cessation of a worsening of ozone 

depletion. It might be argued that the pre-recovery stage 

has already begun in Antarctica, where the springtime 

ozone hole has remained very severe but relatively 

unchanged since about 1 992; however, this observation 

is mainly due to saturation in which nearly all the ozone 



is lost in certain regions of the stratosphere each spring. 

Thus the cessation of the downward trend in total ozone 

in the Antarctic spring is not an indication of the pre­

recovery stage. As indicated in Chapter 4, there has been 

a lessening of the downward trend in ozone at mid­

latitudes when compared to a linear extrapolation of 

trends observed in the 1 980s (see Figure 4- 12) .  While 

the cause of this trend diminution is unknown, it should 

not yet be considered an observation of pre-recovery as 

the length of the period of reduced trends is inadequate 

at this time. Confirmation of the pre-recovery of global 

ozone, a cessation of a downward trend, will require 

additional observations into the next decade . Obviously, 

a volcanic event the size of Mt. Pinatubo would further 

delay this confirmation. 

1 2.4.1 Antarctic Ozone Hole 

The phenomenon of chemical ozone depletion was 

first unequivocally observed in Antarctica because of its 

magnitude there, with about two-thirds of the overlying 

ozone destroyed during the month of September at the 

present time (Hofmann et al. , 1 994) (about one-third 

when it was uncovered from data at Halley Bay in 1 983 

(Farman et al. , 1 985)) .  Although springtime Antarctic 

chemical ozone depletion in recent years appears to be 

saturated (total ozone destruction) in the 1 4- 1 9  km 

altitude region (Hofmann et al. , 1 997), at the boundaries 

of the ozone hole the chemical processes are not sat­

urated. These regions, because they have relatively small 

interannual variability, may provide useful indicators of 

ozone recovery. It is likely that the earliest evidence for 

recovery of chemical ozone depletion will be obtained 

in Antarctica for several reasons : 

The signal-to-noise ratio of the depletion phenom­

enon is large. 

The natural variability of ozone in the polar vor­

tex during the springtime depletion event is 

small relative to that observed at midlatitudes 

or in the Arctic .  

As indicated in  Section 1 2 .2 ,  the effects of cli­

mate change on ozone depletion, for example, 

cooling of the stratosphere, will be less than at 

midlatitudes or the Arctic because any additional 

cooling in the winter Antarctic stratosphere will 

be relatively smaller. 
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As indicated in Section 12 .2,  chlorine, as opposed 

to bromine, dominates the ozone loss process to a 

greater extent in the Antarctic ; thus a lag in bro­

mine reduction will have a smaller effect on re­

covery there . 

It is the purpose of this section to explore observations 

of the springtime Antarctic ozone hole to identify 

characteristic features that may be useful in observing 

the beginning of ozone recovery early in the 2 1 st century. 

We consider both satellite and balloonborne 

measurements.  The latter have the advantage that they 

can observe the vertical profile of ozone depletion during 

the September period when rapid ozone destruction 

occurs . Satellite measurements utilizing solar ultraviolet 

radiation are generally capable of observing only the total 

column in sunlit regions and thus cannot examine the 

September rate of ozone decline in the interior of the 

continent, where perturbations related to transport effects 

near the continental periphery are absent. Surface-based 

Dobson instruments have the same disadvantage .  In 

addition, total-ozone measuring devices are subject to 

variations above and below the ozone hole region, which 

cause considerable variability not present in the vertical 

profile of ozone (Hofmann, 1 996). However, a distinct 

advantage of satellite measurements is their ability to 

map out the horizontal size of the ozone depletion region. 

12.4.1.1 AREA oF THE 220-DoBSON UNIT CoNTOUR 

Although satellite instruments of the backscatter 

ultraviolet type cannot observe the entire Antarctic 

continental interior during September, they can map out 

a particular ozone contour in sunlight, and by late 

September to early October, when the depletion phe­

nomenon reaches its maximum extent, can define the 

maximum geographical size of the ozone hole . The 

220-DU contour has been used for this purpose in the 

past. At this ozone level, the depletion phenomenon is 

not saturated and thus is sensitive to halogen changes. 

For this exercise we use the TOMS series of instruments, 

which is able to define the contours accurately with its 

scanning mode of operation. The TOMS instruments 

have a continuous record from 1 979 to the present, with 

1 995  missing. These include instruments on board 

Nimbus-7 from 1 979 to 1 993 ,  Meteor-3 in 1 994, and 

Earth Probe from mid- 1 996 to the present. 
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Figure 12-30. The maximum area inter ior to the 
220-DU total ozone contour  over Antarct ica du ring 
springt ime ozone deplet ion as measu red by TOMS 
instruments s i nce 1 979. 
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Figure 12-31. The m in imum in the 1 2-20 km ozone 
column during Antarctic spr ingt ime ozone deplet ion 
s ince 1 986 as determined from ozonesondes at the 
South Pole. 
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Figure 12-32. The 1 2-20 km ozone loss rate aver­
aged over the month of September s i nce 1 986 as 
determ ined from ozonesondes at the South Pole .  

Figure 12-30 shows the maximum area ofthe 220-

DU contour since 1 979, as determined from TOMS data. 

The time variation of the maximum area of the 220-DU 

contour has been relatively smooth, except for the year 

1 988 ,  when the polar vortex broke up unusually early 

and the ozone hole never fully developed. The maximum 

area appears to have reached a peak value of about 25 

million square kilometers in recent years . A gradual 

reduction below this asymptotic value in the future could 

be used as an indicator of the beginning of recovery. 

12.4.1.2 SEPTEMBER OzoNE REDUCTION AT 12-20 KM 

FROM OzoNESONDE PROFILES 

In order to avoid complications related to vari­

ability in total ozone associated with transport effects 

above the ozone hole, the vertical profile of ozone loss 

as determined by ozonesondes in Antarctica has been 

scrutinized for characteristic features that might be 

used in the early detection of recovery of the ozone hole 

(Hofmann et al. , 1 997). By restricting observations to 

the 12-20 km region, where springtime Antarctic ozone 

is primarily affected by polar stratospheric cloud (PSC)­

related, chemically induced depletion, one can sub­

stantially reduce the variability in observations of the 

ozone loss phenomenon. Figure 1 2-3 1 shows the 

springtime minimum in the 1 2-20 km integrated ozone 

amount since ozonesonde measurements began at the 

South Pole in 1 986.  The lowest value of this parameter 

occurred in 1 99 3 ,  mainly as a result of additional 

depletion in the 1 2- 1 8  km region associated with aerosol 

particles from the Mt. Pinatubo eruption (Hofmann et 

al. , 1 994) . Since 1 995 ,  the minimum amount of ozone 

in the 12-20 km colunm has been about 1 0  DU. Increases 

to values of20 DU or above (last seen before 1 990) could 

be used as an indicator of the beginning of ozone recovery. 
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Because ozone is totally destroyed over a portion 

of the 12-20 km altitude range (about 1 4- 1 9  km), the 

amount of ozone in this region may not be a sensitive 

indicator ofhalogen changes. However, the rate of ozone 

loss during the development of springtime Antarctic 

ozone depletion is not subj ect to saturation but is  

proportional to halogen amounts, other parameters such 

as temperature and sunlight remaining the same. The 

annual rate of ozone decline at the South Pole during 

September in the 12-20 km region is shown in Figure 

12-32 .  These data were determined from the slope of 

the ozone versus time curves during September. This 

parameter is apparently affected by a quasi-biennial 
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component above 1 8  km, possibly related to varying 

transport processes (Hofmann et a!. , 1 997); however, it 

appears to have reached a pseudo-equilibrium value of 

about 3 DU per day in recent years . Values as low as 2 .5  

DU per day have not been seen since before 1 990, and 

thus a return to this value could be used as another 

indicator of the beginning of recovery. 

12.4.1.3 VERTICAL EXTENSION OF THE OZONE HOLE 

As indicated earlier, the ozone hole phenomenon 

is undersaturated at its horizontal boundary (for example 

the 220-DU contour); similarly saturation is absent at its 

upper boundary where temperatures are not low enough 

for substantial formation of polar stratospheric clouds. 

As halogen levels in the stratosphere have increased, the 

vertical extension of the Antarctic ozone hole has also 

increased. Where the top of the ozone depletion region 

was below 22 km in 1 986 (Hofmann et al. , 1 987), it now 

extends up to 24 km (Hofmann et a!. , 1 997).  Figure 12-

3 3  shows the 15  August to  15  October time development 

of the 22-24 km ozone column since 1 986 as determined 

by ozonesondes at the South Pole. Considerably lower 

springtime values have been present at 22-24 km in the 

1 990s as compared to the 1 980s.  Figure 12-34 shows 

the 1 5  September to 1 October average amount of ozone 

between 22 and 24 km for each year since 1 986 .  A 

departure from values near 20 DU began in about 1 99 1 ,  

and values appear to b e  varying around the 1 5 -DU value 

since 1 992. The 1 997 value was poorly defined, as a 

week of soundings was missed in late September owing 

to balloon problems . It is also likely that this parameter 

displays a sizable QBO component, possibly related to 

temperature . Because this region is not affected by 

volcanic aerosol (Hofmann et al. , 1 994), a return to 

values consistently above 1 5  DU would be a sensitive 

indicator of ozone hole recovery as halogens decline . 

Future temperature trends related to greenhouse gas 

emissions may influence the recovery of the 22-24 km 
ozone column to some extent; this effect needs to be 

modeled for the upper reaches of the ozone hole. 

12.4.2 Arctic Springtime Ozone Loss 

Ozone loss during Arctic spring has been detected 

since the end of the last decade (Hofmann et al. , 1 989;  

Schoeberl et  al. , 1 990;  McKenna et a!. , 1 990; Hofmann 

and Deshler, 1 99 1 ;  Koike et a!. , 1 99 1 ;  Kyri:i et al. , 1 992; 

Proffitt et a!. , 1 993 ;  Braathen et al. , 1 994; Larsen et a!. , 

1 994; Manney et al. , 1 994; Bojkov et al. , 1 995 ;  von der 
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Figure 12-33. The 22-24 k m  ozone column versus 
t ime from 1 5  August to 1 5  October si nce 1 986 as 
determined from ozonesondes at the South Pole .  
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Figure 12-34. The 22-24 km average ozone col­
umn for the 1 5  September to 1 October period 
s i nce 1 986 as dete rm ined from ozonesondes at 
the South Po le .  

Gathen et a!. , 1 995 ;  Manney et a!. , 1 995 ,  1 996; Muller 

et a!. , 1 996; Donovan et al. , 1 997; Hansen et al. , 1 997; 

Manney et al. , 1 997; Muller et al. , 1 997a,b; Newman et 

al. , 1 997; Rex et a!. ,  1 997; Goutail et al. , 1 998 ;  Knudsen 

et al. , 1 998 ;  Rex et a!. , 1 998a,b), mainly during major 

international campaigns (the Airborne Arctic 

Stratosphere Expedition (AASE) I & II ,  the European 

Arctic Stratospheric Ozone Expedition (EASOE),  

and the Second European Stratospheric Arctic and 

Midlatitude Experiment (SESAME)) . During the 

springtime of the years 1 995, 1 996, and 1 997, chemically 

induced ozone loss in the Arctic reached an extent that 

�­·• 
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rivals the springtime loss in the Antarctic, one decade 

earlier (Muller et al. , 1 997a,b) . These enhanced ozone 

losses were related to increases in ozone-destroying 

chemicals and to unusually cold Arctic winters in the 

stratosphere . It is expected that ozone Joss in the Arctic 

will continue; however, in contrast to the Antarctic this 

will occur in a largely unpredictable fashion. 

It is expected that the detection of recovery in the 

Arctic springtime ozone loss will be more difficult 

compared to the Antarctic and the globe in general for 

two reasons. First of all, quantifying the ozone loss signal 

itself is more difficult because of the strong meteor­

ological variability within a winter/spring period. An 

Eulerian view ofthe ozone loss by measurements at one 

station alone will in general not be able to cover all as­

pects due to this variability. Efforts have been under­

taken to overcome this problem, and today several in­

dependent methods are available that reliably quan­

tify ozone losses. These methods can be classified into 

satellite-borne measurements such as the Halogen Oc­

cultation Experiment (HALOE) and Microwave Limb 

Sounder (MLS) onboard the Upper Atmospheric Re­

search Satellite (UARS), and measurements made by the 

Systeme d' Analyse par Observation Zenithale (SAOZ) 

and ozonesonde network. However, every method has 

its advantages and disadvantages and its own way to 

quantify ozone losses . The output quantities have to be 

compared with great care because of the intrinsic assump­

tions of the different methods . Such comparisons will 

be needed in any trend analysis if certain methods will 

be available for limited time periods only. 

Second, the variability of the ozone loss signal 

from year to year is strongest in the Arctic. As described 

in more detail in Chapters 4, 5, and 7 of this Assess­

ment, differences in ozone losses above both polar caps 

are due to the consequences of deviating meteorological 

conditions .  The Arctic vortex in general is smaller, less 

stable, and shorter-lived than its Antarctic counterpart. 

The most important consequence is the temperature, 

which is roughly l 0 K higher in the Arctic compared to 

the Antarctic stratosphere . The springtime polar ozone 

loss is directly related to heterogeneous reactions taking 

place on the surface of polar stratospheric cloud particles. 

Above Antarctica the temperature remains well below 

the formation temperature of all known PSC types in 

major parts of the lower stratosphere during most of the 

winter. Any meteorological variability from year to year 

will have only a minor influence on the magnitude of 

the ozone loss . Above the Arctic, temperatures usually 
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reach the formation temperature ofType- 1 PSCs (the PSC 

type with the highest formation temperature) in limited 

space regions and time periods . Therefore the strong 

meteorological variability above the Arctic from year to 

year, with temperature around the PSC threshold, leads 

to considerable variability in PSC existence and conse­

quently in ozone loss .  

I t  is thus clear that the springtime ozone loss above 

the Arctic is determined not only by the chlorine and 

bromine content but also by temperature effects . Fur­

thermore, it is to be expected that during the early decades 

after the maximum in stratospheric chlorine loading, 

when the chlorine reduction is rather small, any trend in 

the springtime ozone loss will be mainly dominated by 

any temperature trend or even by any change in 

temperature variabil ity, e . g . ,  in the frequency of  

stratospheric warmings .  It must be  stated clearly that 

even if no significant ozone recovery is detectable in the 

coming decades, or even worse if an ongoing downward 

trend of Arctic ozone in the coming years continued, 

depletion of Arctic ozone would likely have been worse 

without the efforts that have been undertaken in the 

phase-out of CFCs. 

Due to the uncertainties described above, any 

prediction of Arctic ozone will have a large year-to-year 

variability. As an example, Figure 12-24 showed the 

total ozone predictions of a coupled 3 -D model (GISS) 

(Shindell et al. , 1 998b) for the Arctic case in comparison 

to the Antarctic case. For these reasons, any indicator 

for future ozone recovery in the Arctic will not be as 

reliable as the indicators described earlier for the 

Antarctic, and should be interpreted with great care, 

taking into account the variability ofthe meteorology of 

the included winter/spring periods. 

As stated in the beginning of this chapter, recovery 

is here defined as the effects expected due to a decrease 

in anthropogenic chlorine and bromine related to the 

Montreal Protocol .  Therefore those indicators of  

recovery that are best suited are those that suffer least 

from meteorological/dynamical influences. An example 

is the Arctic chemical ozone depletion rate during the 

time period of total chlorine activation each winter. The 

depletion rate, given as a change of the ozone mixing 

ratio per sunlit hour, should be proportional to chlorine/ 

bromine levels. However, even this basic approach is 

fraught with difficulties .  First, the depletion rate is 

proportional to air pressure . This is due to the fact that 

the ClO dimer production reaction, which is the time­

limiting reaction during the catalytic ozone loss cycle, 



depends on a third-body concentration. Therefore the 

depletion rate is strongly height dependent. Second, the 

Cly content itself is height dependent and the diabatic 

descent rate of the polar air masses can vary substantially 

from winter to winter. As a result, the Cly content and 

thus the maximum depletion rates for different winters 

at a given altitude vary due to this dynamical effect. If 

used as an indicator for Arctic ozone recovery, these 

effects have to be taken into account. However, an ad­

vantage of this indicator is that it would be insensitive to 

any future temporal aerosol loading and to especially 

low temperature events that could lead to denitrification. 

A method that is able to determine, as a primary 

analysis product, the chemical ozone depletion rate in 

the form of a change of the ozone mixing ratio per sunlit 

hour is the Match approach (von der Gathen et al. , 1 99 5 ;  

Rex e t  al. , 1 997, 1 998a,b) already mentioned in Chapters 

4 and 7. This approach provides the depletion rate as a 

function of time and altitude (see, for example, Figure 

7 -23) inside the polar vortex. Maximum depletion rates 

during the time periods and height ranges of total 

chlorine activation for three winters are shown in 

Figure 1 2-3 5 .  In future analyses covering additional 

winters, each altitude level should be compared to a 

pre-winter altitude level from which an air mass began 

its descent due to diabatic cooling. These values must 

be corrected for pressure relevant during the time of 

maximum ozone depletion. 

It should be noted that this type of analysis is not 

limited to the Match approach. Any technique that is 

not affected by dynamical processes (e . g . ,  diabatic 

movements, mixing processes) and that is able to provide 

ozone depletion rates resolved in time and altitude can 

be useful (see, for example, Manney et al. 1 995 ;  Knudsen 

et al. , 1 998) .  If depletion rates are given in changes of 

ozone mixing ratio per day, they can be converted to 

changes of the mixing ratio per sunlit hour by including 

sunlight conditions inside the polar vortex. 

Other quantities connected to Arctic ozone loss are 

less appropriate as indicators ofArctic ozone recovery. 

Quantities such as ozone loss integrated during the entire 

winter/spring seasons in total (column density) or at a 

given altitude (concentration) will be considerably 

variable from year to year (see, for example, Figure 12-

24). I t  is expected that early ozone recovery will not be 

detected from such data. However, most of the currently 

available measurement techniques are able to contribute 

to this dataset, for example, those discussed in Manney et 

al. ( 1 994), Muller et al. ( 1 996), and Goutail et al. ( 1 998). 
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Figure 1 2-35. Maximum ozone deplet ion rates , 
together with the error ranges, du ring t imes of total 
ch lor ine activat ion in th ree Arctic winters as deter­
mined by Match campaigns.  During the re latively 
warm winter of 1 99 1 /92, total chlor ine activation may 
have occu rred only at an altitude of 475 K potential 
temperatu re . In 1 995/96,  re l iab le rates during the 
t ime period of total activation have been determined 
for a short he ight i nterval on ly. 

12.4.3 Midlatitude Ozone Decl ine 

Ozone at midlatitudes is subject to many natural 

as well as anthropogenic forced variatwns . Sophisticated 

linear regression schemes including the seasonal cycle, 

linear trend, quasi-biennial oscillation, and 1 1 -year solar 

cycle have been applied to deduce ozone trends (see 

Chapter 4 of this Assessment) . These analyses indicate 

that the downward trend attributed to chlorine and 

bromine is about 4% for 65 "S  to 65"N from 1 979 to 1 995,  

or about 2 .5% per decade . A relatively large variability, 

related to dynamic, solar cycle, and volcanic effects, of 
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about ± 1  %, exists . Detection of the recovery of a 

change this small with this large a variability will be 

a statistical challenge.  

Analysis of future changes in middle- and low­

latitude ozone (both NH and SH) will primarily require 

a long-term data record from satellites ,  with ground­

based and balloon measurements for comparisons and 

cross calibration. At present the Earth Probe-TOMS is 

making total ozone measurements and NOAA- 14  SBUV I 
2, SAGE II, MLS, and HALOE instruments are meas­

uring profile ozone. Future instruments to measure total 

ozone include Meteor-3 TOMS (launch in 2000) and 

ENVISAT (launch in late 1 99 9/early 2000) .  The 

Advanced Earth Observing Satellite 2-Improved Limb 

Atmospheric Sounder 2 (ADEOS 2-ILAS 2) and the Earth 

Observing System-Chemistry (EOS-CHEM) satellite 

(launch in 2003) are expected to measure profile ozone. 

Because midlatitude ozone is subj ect to many 

chemically and dynamically driven variations, it will be 

difficult to verify its expected recovery. Solar maximum 

(predicted to occur around the tum of the century) or a 

particular period of stratospheric dynamics that forces 

ozone increases could easily be misinterpreted as the 

beginning of an ozone recovery from the halogen-caused 

ozone minimum. 

Because of possible secondary effects on ozone 

such as stratospheric temperature reductions related to 

climate change, as discussed in Section 1 2 .2,  changes in 

total inorganic chlorine amount (Cly) ,  while not a direct 

measure of ozone recovery itself, will be easier to 

measure than ozone. Combined with a model that deals 

with the temperature effects on heterogeneous chemistry, 

it will allow predictions of future trends in ozone to be 

made. But it must be kept clear that in the end there are 

no substitutes for the actual observation of recovery of 

the ozone layer. 

As indicated in Chapter 1 of this Assessment, 

tropospheric chlorine levels peaked in early 1 994 

(Montzka et al. , 1 996). Russell et al. ( 1 996) have shown 

with HALOE-measured HCl and hydrogen fluoride (HF) 

that the time lag for transport of tropospheric gases to 

55 km is about 6 ± 2 years . This means that Cly should 

peak at 55 km between 1 998  and 2002. Continued 

monitoring ofHCl by HALOE and future monitoring of 

HCl by EOS-CHEM near 55 km should provide a clear 

s ignal o f  total chlorine reduction in the middle 

atmosphere, because HCl accounts for 93-95% of the 

inorganic chlorine family (Russell et al. , 1 996;  Jackman 

et al. , 1 996a). 

Stratospheric HF has no significant known natural 

sources; thus it would also be ver1 useful to monitor its 

peak and subsequent reduction. Although the HF at 55  

km should peak about the same time as  HCl, a definitive 

decrease may not be measurable until several years later. 

The GSFC 2-D model (Jackman et al. , 1 996a) predicts 

HCl at 55 km peaking in 1 998  and decreasing shortly 

thereafter. The same model predicts HF at 55 km peaking 

around the year 2000, but not decreasing substantially 

until 20 10 .  The reason for this predicted difference in 

the behavior ofHCl and HF lies in the differences among 

the lifetimes of the CFC source gases .  CFC source gas 

molecules containing more atoms of chlorine generally 

have shorter atmospheric lifetimes than those containing 

more atoms of fluorine (see Table 1 3 - 1  ofWMO, 1 995) .  

Monitoring of ozone in the upper stratosphere (near 

40 km), where percentage ozone reductions are more 

accurately defined than in the lower stratosphere (see 

Chapter 4), would presumably provide for a more 

accurate analysis of recovery at midlatitudes .  Outside 

the polar regions, the upper stratosphere is essentially in 

photochemical equilibrium and should respond rapidly 

to changes in chlorine (see Chapter 6) . The upper 

stratosphere is also above the aerosol layer, so that 

temperature trends related to climate change that might 

affect heterogeneous chemical rates should not have as 

large an effect. Ozone in this region is affected by the 

change in seasons and 1 1 -year solar cycle, as well as 

chlorine amounts, but both of these natural variations 

can be removed through fairly straightforward analysis 

techniques. Increases in C02 are also expected to reduce 

stratospheric temperatures and thereby slow gas-phase 

destruction of ozone. Figure 1 2-36 shows predicted 

ozone changes at 40 km, 4YN from the CAM 2-D model 

for integrations with and without the feedback on 

stratospheric temperature due to C02 trends . A slow 

recovery in ozone is seen beginning about the year 2000 

when C02 feedback is included, which is not present in 

the model results without the C02-induced temperature 

decrease. Interpretation of a measured increase in ozone 

at 40 km during the first half of the next century will not 

be simple and will require the use of a model that 

accurately describes changing halogen loadings and 

chemistry-climate feedback. Furthermore, the 40-km 

ozone loss does not represent a very large portion of the 

total column and realistically would not tell one much 

about what is happening in the more important lower 

stratospheric region, where a much larger amount of 

ozone is lost. Thus, while some measure of ozone 
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recovery may be extracted from the upper stratospheric 

data in the future, it will not be conclusive for the 

total ozone column, which drives increases in surface 

ultraviolet radiation. However, for scientific purposes, 

early observation of ozone recovery at 40 km would 

be reassuring . 

12.4.4 Ozone Recovery Scenarios and 
Expected Dates of Recovery 

The goal of this section is to provide the best 

possible estimate of the expected date of observation of 

the beginning of ozone recovery through use of the 

indicators in the previous section and modeled results of 

expected future variations . Because of the considerable 

variability in all the indicators of recovery and because 

of the large uncertainties in model predictions of future 

ozone levels, this goal is difficult to achieve with much 

accuracy. However, because regulations were put in 

place to stop the downward trend in ozone, it i s  

imperative to provide information that can be used to 

assess the effectiveness of these regulations . 

12.4.4.1 THE STANDARD SCENARIO 

For the standard scenario we use the equivalent 

effective stratospheric chlorine (EESC) scenario A/ A3 

(see Chapter 1 1  of this Assessment). Scenario A has been 

determined from the emissions that have occurred up to 

the present, and scenario A3 consists of the maximum 

emissions allowed in the future under the Montreal 

Protocol and reaches 1 980 values of about 2 ppb in 

approximately the year 2052,  thus providing a con­

servative estimate of recovery. As indicated in Table 

1 1 -6, except for scenarios A2 and A4 (zero emissions 

and zero production scenarios), the mean recovery year 

for the other 1 6  scenarios is 2047 . 6  with a standard 

deviation of 1 .  9 years . Thus the choice of the maximum 

emissions scenario does not introduce a large uncertainty 

in the estimated recovery year. The main difference 

between scenario A3 and that used in the 1 994 As­

sessment (WMO, 1 995) is the relatively flat EESC region 

between about 2000 and 2020, related to new estimates 

of the future trends in CFCs, halons, and HCFCs given 

in Chapter 1 1 .  

In Figure 1 2-37a  we assume that ozone will 

respond directly to EESC, and any perturbations related 

to greenhouse gas and climate changes, etc . ,  are ignored. 

The degree of variability in three indicators (the TOMS 

global total ozone anomaly (Figure 1 2-37b), the South 
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Figure 12-36. Percentage change in annual  aver­
age ozone concentrat ion at 40 km relative to year 
1 979 for the CAM model at 45' N  latitude between 
1 980 and 2050. The sol id l i ne represents us ing 
C02 su rface boundary condit ions fixed at  1 995 lev­
e ls between 1 979 and 2050 . The l i ne with crosses 
represents us ing a t ime-dependent trend of C02 
(see Table 1 2-2) . 

Pole and Halley October Dobson total ozone values 

(Figure 12 -37c), and the South Pole ozonesonde 1 2-20 

km September ozone loss rates (Figure 12-37d)) is used 

to construct a recovery curve with bounds for each that 

include about 90% of the data points prior to 1 998 .  The 

beginning of recovery is assumed to have been observed 

when the value of ozone (ozone loss rate) has increased 

(decreased) to within one unit of the variability above 

(below) the minimum (maximum) values. The South 

Pole recovery indicators have been described in detail 

by Hofmann et al. ( 1 997), who investigated detection of 

ozone hole recovery for EESC levels given in WMO 

( 1 995) .  As indicated earlier, the earliest detection of the 

beginning of recovery will likely occur in Antarctica, 

mainly because of the large signal and the lower dynamic 

variability inside the polar vortex. For EESC recovery 

considerations alone (scenario A3),  the ozonesonde­

measured ozone loss rate would document the beginning 

of recovery as early as 20 1 5  while the beginning of global 

ozone recovery would not be detectable for an additional 

1 0  or so years . The global ozone pre-recovery period, a 

cessation of the downward ozone trend, would be 

apparent during the next decade, based on the predicted 

EESC trend alone and assuming the absence of major 

volcanic eruptions. 



PREDICTING THE FUTURE OZONE LAYER 

.... "' 

3 

2 

1 
0 ����++�r+�-rbT��T1 

_25 0  
0 c:: 200 
t5 E 0 :::l 

0 1 00 0 

Q) ' >.  
c:: ctl 0 "0  N :::> 
O o  
a; -;  .o _  E m Q) a:  -
Q_ ({)  Q) ({) (f) O  

_J 

o ���+-���rrr+++��� 
4 
3 
2 
1 
0 ����LL������� 

1 960 1 980 2000 2020 2040 2060 

12.4.4.2 PERTURBATIONS TO THE STANDARD SCENARIO 

As discussed earlier in this chapter, climate change 

and variations in CH4 and N20 could conceivably delay 

ozone recovery substantially. In order to gauge the extent 

of this perturbation, a number of comparisons of model 

predictions of ozone recovery to observations have been 

made. Figure 1 2-38  compares the results of 1 0  2-D 

models for the 65 ' S-65 'N total ozone anomaly for 

scenario A/A3 with TOMS measurements. The standard 

deviation of the model results is under ± 1 %, while the 

variability in the data is somewhat larger. This figure 

suggests that observations of the global ozone trend from 

satellites will not provide strong evidence for the 
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Figure 12-37. (a) Scenario A/A3 equ ivalent effec­
tive stratospheric chlorine (EESC) for 1 960 to 2060. 
The dashed l ine at 2 ppbv equ ivalent chlorine is the 
level bel ieved to have existed when the ozone hole 
emerged in  1 980. (b) Percentage reduction i n  total 
ozone from 1 979 values for the region 65'S to 65' N  
a s  determined from TOMS data (McPeters e t  a/. , 
1 996) . The dark smooth curve prior to 1 997 is a best­
fit to the data and the l ighter curves are ±1 .8%, which 
represents the variabi l ity. The extensions of these 
l i nes beyond 1 997 are based on the projected strato­
spheric total equivalent chlorine g iven in (a) with ozone 
values return ing to 1 980 levels in 2052. The average 
non-polar total ozone reduction is estimated to recover 
to a value one un it of variabi l ity ( 1 .8%) above the 
maximum ozone reduction by the year 2023. (c) To­
tal column ozone from the Dobson spectrophotom­
eters at Hal ley and the South Pole from 1 960 to 1 997, 
averaged over the month of October for Hal ley and 
1 5-31 October, the earliest period during which ad­
equate sun l ight is avai lable for measurements, at 
South Pole. The dark and l ighter curves are as in  (b) , 
except for a ±50-DU variabi l ity interval and the same 
est imated recovery date of 2023. (d) September 
ozone loss rate between 12 and 20 km from a l i near 
fit to the September data at South Pole for the period 
1 986-1 997 (adapted from Hofmann et a/. , 1 997) . The 
1 980 value is estimated at 0.5 ± 0.5 DU day-1 from 
the work of Lait et a/. ( 1 989) . The dark and l ighter 
curves are as in  (b) , except for a ±0.5 DU dai1 vari­
abil ity interval and an estimated recovery date of 201 5.  

beginning of ozone recovery prior to about 2030 although 

the detection of a cessation of the downward trend could 

occur at a time similar to the standard scenario considered 

earlier, i .e . ,  during the first decade of the next century, 

barring volcanic eruptions . 

Not all the 2-D models incorporate appropriate 

PSC chemistry. Those that do, show an ozone hole re­

sponse about a factor of 2 too small on average.  Figure 

1 2-39 compares October total ozone measurements at 

South Pole and Halley in Antarctica with the LLNL 

model (scenario A/ A3 ) , which does have PSC chemistry 

and gives the largest depletions in October. However, 

the LLNL model had to be multiplied by 0 .65 to bring 

October ozone values during the 1 990s into the range of 



observations . With the adjustment, the LLNL model 

reproduces the time variation from 1 980 to the present 

very well, including the Mt. Pinatubo volcanic effect in 

1 992- 1 993 .  Except for unusually high ozone observed 

in October of 1 986 and 1 988 ,  the variability of the data 

is reasonably well represented by the dashed curves at 

±25 DU in Figure 12-39 and suggests that total ozone in 

Antarctica will not be observed to have clearly begun 

recovery before about 2030.  Because of saturation over 

a portion of the ozone depletion region in Antarctica, 

the cessation of a downward trend is not a viable indicator 

of a pre-recovery period as it is mostly due to the fact 

that almost all of the ozone is already destroyed in the 

1 2-20 km PSC region (see Chapter 4). 

Polar ozone 3 -D model results were presented 

earlier (Figure 1 2 -24) for the GISS  coupled model 

compared to TOMS data for the minimum total column 

ozone north and south of 65 " , averaged over the last 3 

days of  March and S eptember for the Arctic and 

Antarctic, respectively. As indicated earlier, Figure 

12 -24 clearly shows why springtime Antarctic ozone, 

with much less variability than in the Arctic or at 

midlatitudes ,  holds the most hope for an early de­

tection of the beginning of ozone recovery. It is of 

note that the model suggests a continuing decline in 

this column ozone parameter in Antarctica to values 

below 1 00 DU during the first decades of the next 

century with a following recovery at nearly the same 

rate as the decline, suggesting a possible detection of 

the beginning of recovery by about 2020.  

The rate of ozone loss in September is not sus­

ceptible to saturation and should be proportional to 

EESC, all else being equal. Similarly, the value of ozone 

in the PSC region on a particular date in September, prior 

to the ozone hole reaching a minimum, is a useful 

indicator. Ozone values on 15 September for the 12-20 

km column from South Pole ozonesondes have been used 

for this purpose in the past and showed the least amount 

of variability for a number of indicators investigated 

(Hofmann et a!. , 1 997). In Figure 12 -40, the percentage 

reduction in the 12-20 km ozone colunm on 1 5  September 

as determined from South Pole ozonesondes is compared 

to the LLNL model for scenario A/ A3 . The 1 5  September 

modeled ozone reduction had to be increased by 50% to 

bring the values in the 1 990s into the range of the 

observations, again indicating problems with the 2-D 

models in predicting the magnitude of the ozone hole 

phenomenon. Also shown in Figure 12-40 is the mean 

of two models for scenario B (constant 1 995 levels of 
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F igure 1 2-38. The mean of 1 0 2-D models for the 
65'S-65 ' N  total ozone anomaly for scenario A/A3 , 
compared to TOMS data . The standard deviation 
of the model resu lts is also shown . 
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F igure 1 2-39. Comparison of the LLNL model for 
scenario AI A3 for October average total ozone at 
85'S with observations at South Pole and Hal ley i n  
Antarctica. The model resu lts were mu lt ip l ied by 
0 .65 to br ing them into the range of the measure­
ments .  A variab i l ity range of ±25 D U ,  represent ing 
the variab i l ity i n  the observat ions,  has been appl ied 
to the model resu lts . 

CH4 and N20), demonstrating the 1 0-year or more delay 

in recovery, mainly due to constant methane levels. Both 

model representations overestimate the Mt. Pinatubo 

volcanic effect dramatically. The latter was barely visible 

in the 12-20 km data, with most of the ozone reduction 

related to the sulfate aerosol in the 1 0- 1 4  km region 

(Hofmann et al. , 1 994, 1 995) .  The models suggest that 

the beginning of recovery in this parameter will likewise 

not be clearly observable until after 2020, but with a 
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Figure 12-40. The percentage reduction re lative 
to 1 979 in the 1 2-20 km ozone column at the South 
Pole on 1 5  September for scenario AI A3 from the 
LLNL model compared to the ozonesonde measure­
ments from 1 986 to 1 997. The ozonesonde refer­
e n c e  va l u e  was ob ta i n e d f r o m  a s e r i e s  of  
ozonesondes at  South Po le  i n  September 1 97 1  
(Hofmann et a/. , 1 997) . Also shown is t he  average 
response for scenario B (CH4 and N20 fixed at 1 995 
levels) for the GSFC and U N I VAQ models .  All of 
the models had to be adjusted to bring them into 
the range of the measurements . 

predicted cessation of the downward trend early in the 

next century. 

In summary, while models indicate that the 

maximum ozone depletion will occur within the next two 

decades, uncertainties related to emission scenarios of 

greenhouse gases and climate change make estimates of 

the beginning of ozone layer recovery unreliable. Even 

in Antarctica, where it is believed that the earliest and 

least ambiguous observation of the beginning of ozone 

recovery will be possible , the estimated effects of 

greenhouse gases and climate change indicate that 

unambiguous detection ofthe beginning of the recovery 

of the ozone layer will not occur until well into the next 

century, beyond the maximum loading of ozone­

depleting gases. Barring major volcanic eruptions during 

the next decade, a cessation of the downward trend in 

midlatitude ozone should be observed and would be a 

harbinger of the coming recovery. 
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