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Cover photo: An ozonesonde launch on a small balloon from Davis Station in Antarctica. Ozonesondes provide 
high-resolution measurements of the vertical profile of ozone concentrations in the atmosphere. Long-term mon-
itoring, conducted at a small number of stations in the Arctic and Antarctic as part of the WMO Global Atmosphere 
Watch Programme, provides essential data for understanding the processes that affect polar ozone and ozone 
changes over time. Photo: Courtesy of V. Heinrich, Bureau of Meteorology, Australia
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4.1

SCIENTIFIC SUMMARY
The chemical and dynamical processes controlling polar ozone are well understood. Polar ozone depletion is fun-
damentally driven by anthropogenic chlorine and bromine, with the severity of the chemical loss each year in both 
hemispheres strongly modulated by meteorological conditions (temperatures and winds), and, to a lesser extent, 
by the stratospheric aerosol loading and the solar cycle. As noted in prior Assessments, the stratospheric halogen 
concentration resulting from the emission of ozone-depleting substances (ODSs) reached its peak in the polar regions 
around the turn of the century and has been gradually declining since then in response to actions taken under the 
Montreal Protocol and its Amendments and adjustments. Early signs of ozone recovery are now beginning to appear 
in the Antarctic; as the observational record lengthens, clearer ozone hole recovery trends are expected to emerge 
against the background of natural variability. Nevertheless, the Antarctic ozone hole will continue to be a recurring 
phenomenon until the middle of the century. The Arctic is more dynamically variable, precluding identification of 
a significant increase in Arctic ozone, and cold conditions conducive to substantial ozone loss may still occur in a 
particular year in the coming decades. New chemistry–climate model (CCM) projections largely confirm previous 
studies that in both hemispheres, spring polar total column ozone will return to 1980 historical levels in the com-
ing decades, albeit with a delay of a few years due to updated future ODS and greenhouse gas (GHG) emissions 
scenarios.

OBSERVED CHANGES IN POLAR OZONE

•	 The characteristics of the October Antarctic ozone hole in the years since 2014 have generally been 
within the range observed since the early 1990s. In 2015, however, the ozone hole was particularly 
large and long-lasting, as a result of a cold and undisturbed polar stratospheric vortex. Aerosols from 
the Calbuco volcanic eruption in April 2015 are also believed to have contributed to the large ozone 
hole observed that year. Conversely, in 2017, the Antarctic ozone hole was very small due to a warm and 
unusually disturbed polar vortex.

•	 Several lines of evidence have started to emerge indicating an increase in Antarctic stratospheric 
ozone during September. Statistically significant trends since the year 2000 have now been identified 
showing an increase in observed ozone and a decrease in ozone hole size and depth. Although ac-
counting for the large degree of natural variability is challenging, the weight of evidence from statistical 
analyses and modeling studies suggests that the decline in ODSs made a substantial contribution to 
these trends.

•	 In the Arctic, the exceptionally low ozone abundances of spring 2011 have not been observed again 
in the last four years. Arctic stratospheric springtime ozone is dominated by large year-to-year dynam-
ically induced variability of the polar vortex, with severe ozone loss occurring in very cold years, such 
as 2011. Extreme meteorological conditions in the early 2015/2016 winter led to rapid ozone loss, but a 
sudden stratospheric warming (SSW) at the beginning of March 2016 curtailed the chemical processes 
which lead to ozone destruction about a month earlier than in 2011, keeping ozone above record low 
levels. Arctic ozone trends are small compared to the dynamical variability, and thus a recovery trend 
remains undetectable in observations over the 2000–2016 period.

Chapter 4
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4.2

UNDERSTANDING OF FACTORS CONTROLLING POLAR OZONE

•	 Observations in the Arctic winter have demonstrated that large nitric acid trihydrate (NAT) parti-
cles are a regularly occurring phenomenon in the lower stratosphere. This knowledge improves our 
understanding of polar stratospheric cloud (PSC) formation and denitrification, which is important for 
catalytic ozone loss cycles.

•	 Bromine-containing very short-lived substances (VSLSs) of natural origin have an important im-
pact on the stratospheric halogen loading and consequently on stratospheric ozone loss in the polar 
regions. The inclusion of additional stratospheric bromine from VSLSs is necessary for models to pro-
duce a realistic simulation of polar ozone loss.

•	 The effects of tropospheric dynamical forcing in winter on Arctic polar ozone are now better quan-
tified. Ozone depletion in northern winters with SSWs is on average two-thirds less than in winters 
without SSWs, with depletion ending about one month earlier in the year. Such an SSW was a major 
influence on ozone levels observed in the Arctic winter of 2015/16.

•	 Polar ozone in the middle and upper stratosphere varies by 10–15% from year to year due to ener-
getic particle precipitation (EPP) related to solar variability. Satellite observations and model results 
show that NOy produced in the aurora is transported from the thermosphere down into the stratosphere 
in each winter, leading to stratospheric ozone decreases modulated by geomagnetic activity. The result-
ing variation in total column ozone is small (a few percent) but can persist for 2–3 years. Full EPP-effects 
were not included in current assessment models.

•	 Model simulations show that the Montreal Protocol and its Amendments and adjustments have al-
ready brought about substantial ozone benefits. In the polar regions of both hemispheres, much larger 
ozone depletion than currently observed has been avoided through implementation of the Protocol.

FUTURE EVOLUTION OF POLAR OZONE

•	 Updated CCM projections based on full compliance with the Montreal Protocol and assuming the 
baseline estimate of the future evolution of GHGs (RCP-6.0) have confirmed that the Antarctic 
ozone hole is expected to gradually close, with springtime total column ozone returning to 1980 
values shortly after mid-century (about 2060). The timing of the recovery of the ozone hole will not be 
significantly affected by increases in GHG concentrations. There are no substantial differences between 
Antarctic total ozone columns at the end of this century for the various GHG scenarios (Representative 
Concentration Pathways [RCPs]).

•	 The timing of the recovery of Arctic total ozone in spring will be affected by anthropogenic climate 
change. Based on full compliance with the Montreal Protocol and assuming the baseline estimate 
of the future evolution of GHGs (RCP-6.0), Arctic springtime total ozone is expected to return to 
1980 values before mid-century (2030s). New model simulations confirm that in the Arctic, enhanced 
GHG concentrations cause an earlier return of total column ozone to historical values than a reduction 
of ODSs alone.

•	 In the second half of the 21st century CO2, CH4, and N2O will be the dominant drivers of Arctic 
ozone changes, assuming full compliance with the Montreal Protocol. These gases impact both 
chemical cycles and the stratospheric overturning circulation, with a larger response in stratospheric 
ozone associated with stronger climate forcing. By 2100, the stratospheric ozone column is expected to 
not only recover but to exceed 1960–1980 average values in the Arctic, with springtime Arctic ozone 
being higher by about 35 DU for RCP-4.5 and about 50 DU for RCP-8.5.
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4.3

•	 In the coming decades, substantial Arctic ozone loss will remain possible in cold winters as long as 
ODS concentrations are well above natural levels. Increasing GHG concentrations may cool the lower 
stratosphere and lead to enhanced formation of polar stratospheric clouds (PSCs) early in the 
Arctic winter. However, one recent study indicates that no corresponding cooling is expected 
in March, which is the month when persistent low temperatures lead to large chemical ozone 
losses.
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4.5

4.1	 INTRODUCTION

This chapter builds on the long sequence of chapters 
in most of the previous Assessments that have spe-
cifically considered stratospheric ozone in the polar 
regions of the earth. This history reflects the large 
scientific effort that has been dedicated to observing 
and understanding polar ozone changes, as well as 
the great long-standing interest in polar ozone among 
policymakers and the general public. 

4.1.1	 Summary of Findings from the 
Previous Ozone Assessment

WMO (2014) reported that the Antarctic ozone hole 
had continued to appear each spring, with year-to-
year changes in the depth and area of the hole pre-
dominantly controlled by temperature variations, 
given the slow rate of decrease of equivalent effective 
stratospheric chlorine (EESC; see Chapter 1) ex-
pected in Antarctica since its peak value around the 
year 2000. Somewhat reduced ozone depletion was 
observed in the years 2010, 2012, and 2013, but not 
in 2011. These observations of less severe ozone de-
pletion were broadly consistent with the anticipated 
effects of the declining levels of ozone-depleting sub-
stances (ODSs) due to the Montreal Protocol and its 
Amendments and adjustments. However, a definitive 
conclusion that the observed changes were due to 
EESC decline could not yet be reached. Nonetheless, 
WMO (2014) stated that an estimate of the increase of 
springtime Antarctic total ozone of 10 to 25 Dobson 
Units (DU) could be made over the years 2000 to 
2010 by attempting to remove the effects of natural 
variability. 

In the Arctic, exceptionally low ozone concentrations 
were observed in the winter and spring of 2010/2011 
between 15 and 23 km, but importantly, WMO (2014) 
reported that chemistry transport models (CTMs) 
were able to successfully reproduce the measured 
depletion, given the observed meteorological condi-
tions. This was seen as providing confidence that the 
understanding of Arctic ozone depletion processes 

was largely correct. 

Continued observations from satellites and aircraft 
campaigns had further refined knowledge of PSC 
formation and polar chemical processes. Although 
several important scientific questions had not been 
resolved, these uncertainties did not hinder the 
successful simulation of polar ozone destruction, 
which is ultimately driven by temperatures falling 
below threshold values for the activation of chlorine. 
Previous issues surrounding conflicting values of the 
ClOOCl absorption cross-section were considered 
by WMO (2014) to be resolved, with more recent 
observational studies and laboratory investigations 
confirming the role of the catalytic ozone destruction 
cycle initiated by the ClO+ClO reaction, with a sig-
nificant contribution also from the cycle initiated by 
BrO+ClO.

Additionally, WMO (2014) stated the apparent trend 
towards Arctic cold winters becoming colder, as ex-
pressed through the VPSC diagnostic, had become less 
certain, as subsequent research found statistically 
weaker results. 

While WMO (2011) made extensive use of model 
results from the SPARC Chemistry-Climate Model 
Validation-2 (CCMVal-2) initiative, no such large 
suite of results was available for WMO (2014). 
However, it was reported that no work subsequent to 
CCMVal-2 had significantly challenged the previous 
findings pointing to an earlier recovery of ozone to 
1980 levels in the Arctic than the Antarctic (2030 and 
2050, respectively), with future levels of Arctic ozone 
also showing a greater sensitivity to the greenhouse 
gas (GHG) scenario used in model projections.

4.1.2	 Scope of Chapter

This chapter updates the state of our knowledge about 
stratospheric ozone in the polar regions of both hemi-
spheres, taking advantage of systematic observation-
al programs and special measurement campaigns, 
laboratory studies, and a wide array of computer 
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4.6

modeling. The long-term record of meteorological 
conditions and ozone depletion in the polar vortex of 
both hemispheres is presented, updated for the years 
following the last Assessment. The particular winter–
spring seasons of 2015 and 2017 in the Antarctic and 
2015/2016 in the Arctic are considered in more detail. 
Progress in the understanding of the many chemical 
and physical processes underlying and influencing 
polar ozone depletion is then reported. Recent studies 
seeking to identify a statistically significant trend due 
to declining anthropogenic halogen levels (known as 
the second stage of Antarctic ozone recovery as set 
out in WMO (2007)) are discussed, before the chapter 
concludes with the presentation of results from the 
SPARC/IGAC Chemistry-Climate Model Initiative 
(CCMI) and the latest projections of polar ozone over 
the coming decades. 

4.2	 RECENT POLAR OZONE CHANGES

4.2.1	 Measurements of Ozone and 
Related Constituents

Scientific study of polar ozone is made possible by the 
continuation of long-term measurements of ozone 
made by ground-based, balloon, aircraft, and satellite 
instruments, supplemented by measurements of relat-
ed chemical constituents and meteorological param-
eters. In general, these measurement programs have 
largely been maintained since WMO (2014). 

Long-standing ground-based and balloon measure-
ments of both total column and vertically resolved 
ozone have continued under the WMO Global 
Atmosphere Watch and its contributing network 
NDACC (Network for the Detection of Atmospheric 
Composition Change). Observational data from these 
networks are freely available from the World Ozone 
and Ultraviolet Radiation Data Centre (www.woudc.
org). A summary of available satellite measurements 
relevant to polar ozone was provided in Table 3A-1 
of WMO (2014). Many satellite missions launched 
in the early 2000s have continued to collect data well 
beyond their expected lifetimes. A number of specific 
measurement campaigns have also been conducted in 
addition to long-term monitoring programs. The un-
derstanding that these missions and campaigns have 
contributed to will be discussed in Section 4.3.

It is also important to note the contribution of recent 

work that has combined observational ozone data 
from different instruments into single homogeneous 
long-term data sets (Sections 4.2.3, 4.2.4, and 4.4) 
and the extra insight and usefulness obtained by 
assimilating meteorological observations and pro-
ducing reanalysis products (discussed more fully in 
Section 4.2.2).

4.2.2	 Evolution of Polar Temperatures 
and Vortex Characteristics 

4.2.2.1	Temperatures and PSC Volume 

Polar ozone depletion is highly dependent on strato-
spheric temperature, as this acts as a strong control on 
the potential for polar stratospheric cloud (PSC) for-
mation and thus the rate of heterogeneous reactions. 
Figure 4-1 shows the annual climatological cycle 
(1979–2017) of 50 hPa polar minimum temperature 
for both the Arctic and Antarctic, with four recent 
years highlighted. 

As is well established, winter and spring temperatures 
show a far higher degree of interannual variability over 
the Arctic than over Antarctica, indicative of the large 
year-to-year variability in dynamics and the more fre-
quent disturbances to the Arctic vortex in the form of 
sudden stratospheric warmings (SSWs) (Labitzke and 
van Loon, 1999). Since the last Assessment (WMO, 
2014), Arctic minimum temperatures have been in 
the 10–90% envelope about the climatological mean, 
except for winter/spring of 2015/2016. This period 
was characterized by December and January mini-
mum temperatures that were close to, or at, the lowest 
minimum values for the whole period, with a strong 
and undisturbed vortex (Manney and Lawrence, 2016; 
Matthias et al., 2016). However, a major final SSW oc-
curred on 5–6 March 2016 and the vortex broke up 
in early April (Manney and Lawrence, 2016). After 
the SSW, the polar minimum temperatures were then 
near, or at, their highest for the 1979–2017 period. 
The effects of these conditions on Arctic ozone levels 
will be further discussed in Section 4.2.4.1.

The less dynamically disturbed Antarctic vortex 
shows much lower interannual temperature variabili-
ty. Recent winter/spring temperatures over Antarctica 
have typically been within 30–70% of the long-term 
climatological mean, with the exception of the 2015 
spring where they were close to, or at, the lowest 

http://www.woudc.org
http://www.woudc.org
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minimum temperatures during October and early 
November, and 2017, when they were above the pre-
vious maximum during September. The effects on 
ozone of the 2015 low temperature in combination 
with the volcanic eruption of Calbuco in southern 
Chile are discussed in Section 4.2.3.1. 

A vortex-wide and season-long picture of the poten-
tial for ozone depletion in a winter/spring period is 
given by a measure of the time-integrated volume of 
air within the vortex, between the 400 K and 700 K 
isentropic surfaces, where heterogeneous ozone loss 
can occur. This metric, hereafter integrated VPSC, is 
defined using height-resolved temperature data from 

radiosondes or reanalyses, together with a standard, 
non-denitrified profile of nitric acid, in order to es-
timate the temperature threshold for existence of 
nitric acid trihydrate (NAT) PSCs (Rex et al., 2002). 
(Due to the use of a non-denitrified nitric acid pro-
file, this does not strictly define threshold tempera-
tures for NAT existence, but rather is a proxy for low 
temperatures.)

Figure 4-2 shows the long-term evolution of Arctic in-
tegrated VPSC, updating the similar figure from WMO 
(2014), which used VPSC, rather than integrated VPSC. 
The addition of the time integration emphasizes the 
importance of duration of the low temperatures (see 
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Figure 4-1. Annual cycle and variabil-
ity at 50 hPa (~20 km) of minimum 
temperature for the Northern Hemi-
sphere (50°N–90°N, top) and the 
Southern Hemisphere (50°S–90°S, 
bottom) from ERA-Interim reanaly-
sis data (Dee et al., 2011). The thick 
black line shows the climatolog-
ical mean annual cycle, with the 
dark and light gray shaded areas to 
indicate the 30–70% and 10–90% 
probabilities, respectively; the thin 
gray lines indicate the record max-
imum and minimum values for the 
period; and the colored lines show 
the annual cycle of temperatures for 
recent years. The data cover the peri-
ods 1978/1979 to 2016/2017 for the 
Northern Hemisphere and 1979–
2017 for the Southern Hemisphere. 
Also indicated are the threshold 
temperatures for chlorine activa-
tion and ice PSC formation. Updated 
from Figure 3-1 in WMO (2014).
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also Strahan et al., 2016). The figure shows integrated 
VPSC calculated from several reanalysis products to 
provide an idea about structural uncertainty arising 
from the different reanalysis systems. The three more 
recent reanalyses (NCEP/CFSR, ERA-Interim, and 
MERRA-2) are in closer agreement with each other 
than they are with the earlier NCEP reanalysis (see 
the figure caption for references). NCEP is shown 
for comparison with earlier reports but is no longer 
recommended for stratospheric analyses due to the 
availability of more recent reanalyses that have been 
shown to be more suitable (Lawrence et al., 2015; 
Long et al., 2017).

Apparent from Figure 4-2 is the large integrated 
VPSC value for the 2015/2016 winter/spring, driven 
by the particularly cold December and January in 
2015/2016 (Manney and Lawrence, 2016). It exceeds 
the corresponding value associated with the stronger 
Arctic ozone depletion of 2011, even though March 
total ozone values were not anomalously low (Figure 
4-4). This suggests an instance where the integrated 
VPSC metric alone is insufficient as an ozone deple-
tion proxy. Arctic ozone depletion in the winter and 
spring of 2015/2016 is discussed in Section 4.2.4.1. 
In the last Assessment, the evidence for a significant 
climate change-driven trend towards larger VPSC val-
ues occurring in the coldest winters (Rex et al., 2004; 
2006) was challenged by studies using extreme value 
statistics (Rieder and Polvani, 2013) or sunlit vortex 
volumes (Pommereau et al., 2013). Since then, there 
have been no in-depth analyses of the VPSC met-
ric and despite the large (integrated) VPSC value for 
2015/2016, due to the large year-to-year variability no 

significant trend can be detected. More recent studies 
have explored the drivers of polar stratospheric trends 
using observations and model simulations; these are 
discussed in Section 4.5.3. 

4.2.2.2	Polar Vortex Breakup Dates 

Figure 4-3 shows the date at which the Arctic and 
Antarctic polar vortices breakup each spring, due to 
strong planetary wave breaking and the returning sun 
resulting in a warming of the polar stratosphere. As 
in Figure 4-2, the dates are calculated from a range 
of different reanalysis products, using wind data 
along the vortex edge (Nash et al., 1996). Similar to 
polar temperature variability, there is a higher degree 
of interannual variability of the vortex breakup date 
for the Arctic, compared to the Antarctic. As noted 
in the previous Assessment, this Arctic variability is 
greater since 2000 (average standard deviation across 
the reanalyses: 30.7 days) compared to the 1990s (av-
erage standard deviation: 18.8 days), although the 
amount depends on the reanalysis product. Breakup 
dates over Antarctica also show a degree of interan-
nual variability, which is more marked after the first 
decade of the record shown, although again this var-
ies between the reanalysis products. Overall, there is 
evidence of decadal variability in both hemispheres. 

In general, there is better agreement between the 
different reanalyses for the Antarctic vortex breakup 
dates (average max–min range between the reanalyses 
of 5.6 days) than the Arctic (average max–min range 
of 16.7 days), with the Arctic having some years where 
the range between different reanalyses exceeds one 
month. Differences in the simulation of stratospheric 

Figure 4-2. Time-integrated Arctic VPSC, 
integrated by day (d) from 1 November to 
30 April for each winter/spring, on isen-
tropic surfaces from 400 to 700 K. Results 
are shown for different meteorological 
reanalyses: NCEP (Kalnay et al., 1996), 
NCEP/CFSR (Saha et al., 2010), MERRA-2 
(Gelaro et al., 2017), and ERA-Interim 
(Dee et al., 2011). The figure is an update 
from WMO (2014) with the refinement of 

time integrating VPSC and the addition of new reanalysis products. The VPSC metric is calculated based on the 
method described by Rex et al. (2006) and estimates the volume within the vortex in which the temperature 
is low enough for NAT PSCs to exist, based on a standardized non-denitrified nitric acid profile.
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winds between the reanalysis products (e.g., Butler 
et al., 2017; Long et al., 2017) explain the differences 
between the lines in Figure 4-3. There are a range of 
definitions for breakup date, but no systematic com-
parison exists in the literature. Other definitions, 
such as a temperature-based metric (e.g., Haigh and 
Roscoe, 2009) or computer image analysis techniques 
(Lawrence and Manney, 2017) may yield better agree-
ment between reanalyses.

4.2.3	 Ozone Depletion in Antarctic 
Springs (2014–2017)

Figures 4-4 and 4-5, updates to figures that have been 
used in previous Assessments, represent the evolution 
of polar ozone loss in both hemispheres. Figure 4-4 
shows mean polar cap (63°–90° latitude) total col-
umn ozone averaged for the months of March (for 
the Arctic) and October (for the Antarctic) compiled 
from various satellite datasets since 1970. For the 
Antarctic, generally reliable and well-sampled satellite 
measurements of total ozone have been available for 
October since 1979 from the TOMS/OMI/OMPS se-
ries of instruments, with some gaps in 1993 and 1995 
where alternate instruments were used. 

In Figure 4-5, rather than mean ozone, the minimum of 
the daily mean ozone is shown, and further, an attempt 
is made to confine the averaging region to within the 
polar vortex through use of a threshold for equivalent 
latitude on the 475 K isentrope (Müller et al., 2008).

In the Antarctic, both metrics share the general 
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Figure 4-3. Breakup dates for the Arctic (top) and 
Antarctic (bottom) polar vortices, defined as when 
the wind speed on the 500 K isentropic surface 
falls below 15.2 m s−1, as per Nash et al. (1996). 
Dates are determined using reanalysis data from 
NCEP/CFSR (Saha et al., 2010), MERRA-2 (Gelaro et 
al., 2017), and ERA-Interim (Dee et al., 2011). Note 
that the Nash et al. (1996) definition does not yield 
a breakup date in all reanalyses for certain years. 
Updated from Figure 3-2 of WMO (2014).
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Figure 4-4. Total ozone average (Dob-
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from Figure 3-4, WMO (2014). 
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features of a clear decline over the 1980s and 1990s, 
followed by a period without a clear trend but show-
ing increased year-to-year variability, with the vari-
ability reduced in Figure 4-5 relative to Figure 4-4 
due to the use of equivalent latitude. For 1988, 2002, 
and 2012, relatively high temperatures in the winter 
stratosphere limited the severity of ozone loss in the 
following spring (Klekociuk et al., 2015); in the case of 
2002, an unprecedented major sudden stratospheric 
warming in September disrupted the polar vortex and 
allowed unusually strong transport of ozone-rich air 
into the polar cap (Newman and Nash, 2005; WMO, 
2007). 

Mean October ozone values for three of the last four 
years since the last Assessment—2014, 2016, and 
2017—were all at the higher end of the range of values 
observed since the year 2000, as were the two pre-
ceding years 2012 and 2013. In contrast, the October 
mean value for 2015 was the lowest on record. The 
relative positions are similar for minimum daily vor-
tex-averaged ozone (Figure 4-5), although 2014 and 
2016 are closer to the middle of the range, and the 
2015 minimum is not as low as 2006, which is the re-
cord low value for this metric.

The evolution of Antarctic ozone has also been rep-
resented in previous Assessments by the time series 
of three standard metrics: area of the ozone hole, 
minimum ozone within the ozone hole and ozone 
hole mass deficit (Figure 4-6—refer to the caption 
for the specific definitions and time periods of the 

metrics shown). For ozone hole area, the last four 
years have varied within the general range observed 
since the early 1990s, with 2015 being among the 
largest recorded and 2017 the second smallest since 
the late 1980s. Ozone hole minimum is similar in 
Figure 4-6 to the minimum vortex average shown in 
Figure 4-5 but shows a greater general increase since 
2000. Several years from the period 2000–2013 had 
lower ozone hole minimum values than all four years 
2014–2017. Ozone hole mass deficit (OMD) shows 
the most evident change since 2000, with the 2017 
value being the smallest since 1988. To illustrate the 
development of the Antarctic ozone hole over winter 
and spring in the four years, Figure 4-7 shows the es-
timated daily ozone mass deficit for July to December 
in years 2014 to 2017 and also the extreme years of 
2002 and 2006 for comparison. This metric is the dif-
ference in column ozone from 220 DU expressed as 
a mass integrated over the area of the ozone hole. A 
similar figure was last presented in WMO (2007). The 
onset of significant ozone depletion in the Antarctic 
normally occurs between the beginning and middle 
of August, when total column abundances usually 
begin to drop below the 220 DU threshold that was 
introduced by Stolarski et al. (1990) as a definition 
of the Antarctic ozone hole (see Uchino et al. (1999), 
Bodeker et al. (2005), and Huck et al. (2007) for ad-
ditional definitions, and Pazmiño et al. (2018) for 
different thresholds). Ozone loss typically maximizes 
at the beginning of October after which ozone con-
centrations tend to increase through the remainder of 
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Figure 4-5. Time series of the minimum of 
the daily average column ozone (Dobson 
units) within the 63° contour of equiva-
lent latitude (Φe ) in (top) March in the Arc-
tic and (bottom) October in the Antarctic. 
Arctic winters in which the polar vortex 
broke up before March (1987, 1999, 2001, 
2006, 2009, and 2013) are shown by open 
symbols; dotted lines connect surround-
ing years. Adapted from WMO (2014), 
updated using the Bodeker Scientific 
combined total column ozone data base 
(version 3.0; circles; Müller et al., 2008) 
through March 2013 and Aura OMI mea-
surements thereafter (diamonds).
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Figure 4-7. Daily ozone mass deficit over Antarctica for various years compared with the 
range of values over the period 1990–2016 (gray shaded area). The thick dark gray  line shows 
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Figure 4-6. (top) Area of the Antarctic ozone hole for 
1979–2017, averaged from daily total ozone area val-
ues contained by the 220 DU contour for 21–30 Sep-
tember. (middle) An average of daily minimum ozone 
values over Antarctica during the period from 21 Sep-
tember to 16 October. (bottom) Ozone mass deficit 
(OMD) averaged over the 21–30 September period. 
For all three panels, the vertical gray bars indicate the 
range of values over the same time period. The dark 
gray curves show the fits to each quantity as was shown 
in Newman et al. (2004) using EESC, as derived in New-
man et al. (2006), updated with the current baseline 
A1 scenario. The EESC has a mean age of 5.5 years, an 
age spectrum width of 2.75 years, and a bromine-scal-
ing factor of 65. The fit is quadratic in EESC. This fig-
ure was generated from TOMS (1979–2004), Aura OMI 
(2005–2015), and Suomi NPP OMPS (2016–2017) data. 
Updated from Figure 4-8 from WMO (2007). 
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the year, but do often show significant variability on 
timescales of days to weeks due to disturbance of the 
polar vortex by Rossby wave activity.

The growth and decline of daily ozone mass deficit in 
2014 and 2016 were generally similar to each other, 
and took place over a somewhat contracted peri-
od relative to the long-term mean, with a 1-2 weeks 
slower development in early September and an earlier 
zero-crossing in November (Figure 4-7). In terms of 
the broad features of the daily time series of deficit 
and area, these specific ozone holes exhibited behav-
ior similar to some years in the early 1990s, although 
their total ozone mass deficits were generally greater 
than pre-1990 levels (Figure 4-6; Newman et al., 2015; 
Weber et al., 2015; Newman et. al., 2017; Weber et al., 
2017). In 2016, the latest date for which total column 
ozone values were below 220 DU was November 20 
(Figure 4-7), which was the earliest such date for the 
period 2014-2017. This early elevation of levels above 
the 220 DU threshold was brought about by an epi-
sode of strong warming in the polar cap during late 
November of that year (Figure 4-1). Some evidence 
of a shift in the timing of the formation and growth 
of the ozone hole towards a later date since 2000 has 
also been presented (Solomon et al., 2016). The evolu-
tion of the ozone mass deficit in years 2015 and 2017, 
which were distinctly different to 2014 and 2016, are 
discussed in Sections 4.2.3.1 and 4.2.3.2, respectively.

4.2.3.1	Antarctic Spring 2015: Volcanic 
and Dynamical Influence on Ozone

In terms of total annual ozone mass deficit, the 2015 
Antarctic ozone hole was the largest of the period 
2014–2017 (Figure 4-7). The 2015 ozone hole was no-
table in achieving a large maximum area, being com-
parable to the largest values observed for 2003 and 
2006 (Figure 4-6). Through much of the period from 
early October to mid-December, the Antarctic ozone 
hole of 2015 set records in daily area and mass deficit 
and had unusually low minimum column abundances 
(Nash et al., 2016; Weber et al., 2016). Additionally, its 
onset was approximately two weeks later than typical 
(Nash et al., 2016).

The large area of the 2015 Antarctic ozone hole was 
influenced in part by the chemical effects in the low-
ermost stratosphere (particularly around the 100–150 
hPa pressure level) of aerosols that were entrained 

in the polar vortex from the eruption of the Calbuco 
volcano in southern Chile in April 2015 (Solomon et 
al., 2016; Ivy et al., 2017; Stone et al., 2017). Studies 
comparing ozone hole metrics with and without the 
inclusion of prescribed aerosol loading derived from 
observed volcanic SO2 emissions found simulations 
with prescribed aerosols provide an ozone hole area 
that closely matches observations, and concluded that 
chemical ozone depletion enhanced by heterogeneous 
processes associated with the volcanic aerosols was 
the primary factor behind the ozone hole achieving 
record size. Dynamical and temperature feedbacks 
from the ozone loss were less important (Solomon et 
al., 2016; Ivy et al., 2017). Measurements by ozone-
sondes and the Aura MLS satellite instrument are 
consistent with the model results and indicate that the 
aerosol-influenced ozone loss was most significant in 
the lowermost stratosphere (Stone et al., 2017). 

It should be noted that the contribution of volcanic 
aerosol particles took place in the setting of a notably 
cold and stable Antarctic vortex in 2015 (Figures 4-1 
and 4-12). The level of disturbance to the Antarctic 
vortex was relatively low in the winter and spring. 
The eddy heat flux at 100 hPa was generally below the 
long-term average from July to October, and particu-
larly in October, which favored the ozone hole having 
greater persistence than on average (Nash et al., 2016). 
Much of 2015 was marked by a positive value for the 
Southern Annular Mode index, which did not favor 
Rossby wave propagation to high (> 60°S) southern 
latitudes (Fogt, 2016). 

4.2.3.2	Antarctic Spring 2017: Dynamical 
Influences on Ozone

Antarctic ozone loss in the spring of 2017 was unusu-
ally low and comparable in some metrics, particularly 
mass deficit, with that for 2002 (when the stratospher-
ic vortex exhibited an unprecedented major warming 
as noted earlier) and most years prior to 1989. The 
small size of the ozone hole in terms of its maximum 
area and total mass deficit compared with other years 
can be seen in Figure 4-6. The rate of increase of 
ozone mass deficit in 2017 was notably below aver-
age throughout September (Figure 4-7), during the 
majority of which time stratospheric temperatures 
were the warmest in the 1979–2017 record (Figure 
4-1). Unusually for the Southern Hemisphere, the 
ratio of September to March ozone from 50° to 90°S 
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was greater than one, consistent with the high value 
of poleward eddy heat flux integrated over winter 
(Figure 4-12). 

4.2.4	 Ozone Depletion in Arctic 
Springs (2014–2017)

The annual time series of polar cap mean and min-
imum ozone in March for the Arctic are shown in 
the upper panels of Figures 4-4 and 4-5. Some is-
sues around the interpretation of these figures in the 
Arctic are discussed in Section 3.2.3 of WMO (2014). 
These averages have been used to assess the long-term 
behavior of Arctic stratospheric ozone as chemical 
depletion normally peaks in March, unless the polar 
vortex dissipates earlier. In the Arctic polar cap, ozone 
concentrations in the lower stratosphere are more 
strongly influenced by horizontal transport than in 
the Antarctic, owing to the relatively weak and dis-
turbed nature of the northern polar vortex. The Arctic 
vortex is smaller and more spatially variable than the 
Antarctic vortex, and variability in the amount of 
ozone transported to the polar cap can complicate 
the interpretation of total column measurements. In 
spite of these limitations, which can be minimized 
by considering partial columns (e.g., Strahan et al., 
2016), these metrics have been used to highlight years 
where ozone concentrations in the Arctic are notably 
low. However, as discussed in detail in WMO (2014), 
years of particularly low Arctic ozone in March, such 
as 1997 and 2011, can show distinctly different behav-
ior in chemical ozone loss (which was strong in 2011 
but only moderate in 1997) and dynamical influences 
(which reduced ozone levels in the latter part of the 
1997 winter). More recently, chemical depletion of 
ozone has been shown to account for one-third of the 
difference from the pre-1983 mean (the gray shaded 
area in Figure 4-4) in most years, with the remain-
der being due to variations in dynamical resupply 
of ozone (Strahan et al., 2016; see also WMO, 2010 
Figure 2-15).

As for the Antarctic, Figures 4-4 and 4-5 display an 
evident negative trend in ozone in the 1980s which 
did not continue past the late 1990s. In terms of March 
mean ozone across the geographic polar cap (Figure 
4-4), the four years since the last Assessment have all 
been well within the range of typical values observed 
since 2000, with only small differences between each 
of the years and significantly above the value for 2011 

which experienced very large ozone depletion. The 
differences between the four years are much larger in 
Figure 4-5 however, with minimum ozone in March 
2015 now at the higher end of the range of values since 
1990 and March 2016 being one of the lowest values. 

To consider the development of Arctic ozone in win-
ter and spring over these four recent years, Figure 
4-8 shows time series of the daily average concentra-
tion of specific species relevant to ozone chemistry 
at a height of approximately 18 km—representative 
for the lower stratosphere within the Arctic polar 
vortex. The 2013/2014 Arctic vortex was large, cold 
(see also Figure 4-1), and relatively strong through-
out the winter; temperatures near 18-km altitude 
were below chlorine activation thresholds until ap-
proximately mid-March. The observed decrease in 
ozone was slightly more than the average up until 
April 2014 (Bernhard et al., 2015). Over the period 
December 2014 to April 2015, ozone concentrations 
in the Arctic lower stratosphere near 18 km altitude 
were the highest in the Aura MLS record (which 
started in August 2004; Figure 4-8) (Manney et al., 
2015b; Bernhard et al., 2016). A minor sudden strato-
spheric warming (SSW) event in early January 2015 
(Figure 4-1) raised temperatures and limited further 
development of ozone-depleting chemistry within the 
polar vortex. Additionally, Aura MLS data showed ev-
idence for above average transport of ozone-rich air 
into the polar cap through the upper branch of the 
Brewer-Dobson circulation (Manney et al., 2015b), 
which also elevated HNO3 concentrations to levels in 
the lower stratosphere not previously observed in the 
Aura MLS record. The enhanced temperatures and 
transport were both the result of increased high-lat-
itude wave activity (Manney et al., 2015b).

The early part of the 2016/2017 Arctic winter was un-
usually warm in the lower stratosphere with a weak 
vortex, although with a cold and strong vortex in the 
middle and upper stratosphere. Several minor SSWs 
occurred, with two of them near the threshold to be 
defined as “major” (according to definitions by Butler 
et al., 2015). Temperatures below chlorine activation 
thresholds in the lower stratosphere did not appear 
until late December. However, cold conditions were 
consistently present thereafter until early March, and 
significant chlorine activation and ozone loss were 
observed. As indicated by relatively high levels of 
HNO3 in the lower stratosphere (top panel of Figure 
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Figure 4-8. Time series of 
vortex-averaged HNO3, H2O, 
HCl, ClO, and O3 from Aura 
Microwave Limb Sounder 
(MLS) on the 480 K potential 
temperature surface (~18 km, 
~50 hPa) for winters and spring 
in the Arctic. Gray shading 
shows the envelope of behav-
ior observed by Aura MLS over 
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some panels. The last four win-
ters are highlighted by colored 
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from Figure 3-6 from WMO 
(2014).
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4-8), denitrification was not particularly pronounced 
within the vortex during 2016/2017.

4.2.4.1	Arctic Spring 2016: Record Ozone 
Depletion Halted by Major Warming

The 2015/2016 Arctic winter had significant potential 
for large ozone loss (Manney and Lawrence, 2016). 
Exceptionally low temperatures occurred throughout 
the period from December 2015 to February 2016, 
which were the lowest in the 68-year observational re-
cord (Matthias et al., 2016). Strong denitrification and 
dehydration occurred (Manney and Lawrence, 2016; 
Figure 4-8), which were associated with extensive 
PSC formation (Khosrawi et al., 2017; Bernhard et al., 
2017). The low stratospheric temperatures, particular-
ly in November and December of 2015, were linked 
with weak planetary wave-1 activity associated with 
the prevailing enhanced tropospheric meridional 
temperature gradient that appears to have increased 
the vertical wind shear at northern mid-latitudes and 
reduced the ability of the planetary waves to propa-
gate upward (Matthias et al., 2016). 

The cold conditions led to very strong chlorine acti-
vation within the polar vortex in 2015/2016 until the 
end of February. Levels of HCl at the 480 K surface in 
the vortex in January were the lowest in the Aura MLS 
record, below those of 2010/2011 when ozone loss was 
exceptional and levels of ClO were correspondingly 
high (Figure 4-8). The amount of ozone depletion 
was enhanced by the strong level of denitrification 
(Manney and Lawrence, 2016). However, the overall 
ozone loss in this season was halted by a major final 
SSW in early March, which terminated stratospher-
ic chlorine activation approximately a month earlier 
than was the case for the 2010/2011 season (Bernhard 
et al., 2017). From this point on, ClO levels dropped 
rapidly (Figure 4-8). As a result of the warming, re-
cord Arctic ozone depletion that might have occurred 
with such high levels of chlorine activation earlier in 
the season, did not take place.

4.3	 UNDERSTANDING OF POLAR 
OZONE PROCESSES

4.3.1	 Polar Stratospheric Clouds

Polar stratospheric clouds (PSCs) and cold sulfate 
aerosols impact polar ozone and chlorine chemis-
try by converting chlorine from inactive reservoir 

species (mainly hydrochloric acid (HCl) and chlo-
rine nitrate (ClONO2)) to active ozone-destroying 
species. Furthermore, PSCs can both temporarily 
sequester HNO3 from the gas phase (substantially 
reducing gas-phase concentrations of HNO3 as long 
as the PSCs exist) and irreversibly redistribute HNO3 
by gravitational sedimentation of large nitric acid 
trihydrate (NAT) particles (referred to as “denitri-
fication”; WMO (2014), Box 3-1). These impacts on 
polar ozone and chlorine chemistry are now consid-
ered to be well understood. However, many aspects 
of the microphysics of PSCs and their formation still 
remain unclear, such as the nucleation mechanism for 
NAT particles (in particular, large NAT particles), the 
impact of rapid cooling rates (gravity waves), and the 
origin and nature of refractory (that is, non-volatile) 
particles in the polar vortex. As well, the substantial 
uncertainties in the reactivity on NAT surfaces (par-
ticularly the heterogeneous reaction HCl + ClONO2) 
identified many years ago (WMO, 1998; Carslaw 
and Peter, 1997) remain unresolved. Most results, 
such as comparisons of chemical transport models 
to observations, are generally robust to the details 
of the assumptions employed regarding PSCs and 
heterogeneous chemistry (e.g., Kirner et al., 2015a; 
Wohltmann et al., 2013). Nonetheless, there are con-
ditions where the exact rates of heterogeneous chlo-
rine activation reactions and thus also PSC compo-
sition will be significant; for example, when chlorine 
activation occurs in the Arctic within a limited spatial 
or temporal region (Wegner et al., 2016) or in the 
Antarctic under conditions of a direct competition of 
the rate of gas-phase deactivation and heterogeneous 
activation of chlorine (Solomon et al., 2015). Further, 
an accurate representation of PSC processes in mod-
els is required to ensure the reliability of projections 
of the future development of polar ozone under con-
ditions of changed atmospheric concentrations of key 
species. The contribution of the latest observational, 
laboratory, and modeling studies to addressing these 
questions is described in the following sections.

4.3.1.1	Observations of PSC Extent 
	 and Composition

Long-term data sets of the occurrence of different 
types of PSC particles over the polar regions are now 
available from both satellite and ground-based ob-
servations. The MIPAS instrument, which was car-
ried by the ENVISAT satellite, was an infrared limb 
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sounder providing a pole-covering day and night time 
climatology of PSC distributions and their composi-
tion from July 2002 until April 2012. The CALIOP 
instrument onboard CALIPSO is a two-wavelength 
polarization-sensitive lidar that provides night-time 
high-resolution vertical profiles of PSCs with data 
collection beginning in mid-June 2006 and lasting 
until the present day. In addition, ground-based lidar 
systems provide important long-term information 
on PSC properties; measurements are available since 
1997 at Esrange, Sweden (Achtert and Tesche, 2014) 
and for 1995–2001 and 2006–2010 at McMurdo, 
Antarctica (Di Liberto et al., 2014). Data from these 
ground-based systems are compared with satel-
lite-based measurements and are used to test and de-
velop PSC classification schemes. 

The most recent data products from MIPAS and 
CALIOP (Spang et al., 2016; Lambert et al., 2016) 
show a very good agreement regarding PSC classifi-
cation and occurrence as seen in the daily altitude-re-
solved time series of three PSC classes in 2009 for the 
two instruments (Figure 4-9) (Spang et al., 2018). 
Given the very different measurement principles used 
by CALIOP and MIPAS, the agreement between the 
two data sets is encouraging and will allow analyses 
on the temporal and spatial development of PSCs over 
multiple winters to be performed with the potential 
for the validation and improvement of PSC schemes 
in CTMs and CCMs (e.g., Zhu et al., 2017a).

WMO (2014) reported on the detection of unusually 
large particles (up to 35 μm), so-called “NAT-rocks”, 
in synoptic-scale PSC fields during aircraft campaigns 
in the Arctic in 2010 and 2011 (von Hobe et al., 2013). 
It has been argued for a long time that the sequester-
ing of major amounts of nitric acid in relatively large 
particles leads to efficient denitrification (Salawitch 
et al., 1989). Further analysis of these observations 
(Molleker et al., 2014) showed that the optically mea-
sured size distribution (Figure 4-10) could only be ex-
plained by either strong asphericity of the particles or 
an alternate composition (e.g., water ice coated with 
NAT). While there has been previous evidence (Fahey 
et al., 2001; Brooks et al., 2003) for NAT-rocks, their 
observational basis has been expanded by these mea-
surements and the occurrence of large NAT particles 
now appears to be a regular feature of synoptic-scale 
PSCs in the Arctic. 

Further, analysis of the spectral signature of the PSC 
field over northern Scandinavia obtained by air-
borne passive infrared limb emission measurements 
in December 2011 revealed a distinctive “shoul-
der-like” signature in the spectral region around 820 
cm−1 (Woiwode et al., 2016). This observed signature 
is best explained by the combination of the absorp-
tion, emission, and scattering characteristics of large 
(log-normal distribution with a mode radius of 4.8 
μm) highly aspherical (aspect ratios of 0.1 or 10) 
NAT particles. The measurement of excess gas-phase 
HNO3 observed in a nitrification layer directly below 
the observed PSCs further supports the role of such 
large aspherical particles in denitrification. 

Comparison of CALIOP observations for the 
Antarctic in winter 2010 with model simulations 
suggests that two major NAT particle formation 
mechanisms must exist. Homogeneous nucleation 
from supercooled ternary solution (STS; see WMO 
(2014), Box 3-1) droplets produces large NAT parti-
cles which are needed to reproduce the observed rates 
of denitrification, while heterogeneous nucleation of 
NAT on ice produces small particles which account 
for the large backscattering ratio from NAT observed 
by CALIOP (Zhu et al., 2017a; 2017b).

It has also previously been proposed that refractory 
particles of meteoric origin could serve as conden-
sation nuclei of NAT-rocks (Curtius et al., 2005). 
Laboratory experiments using analogues of meteoric 
materials show that such surfaces have the capacity to 
nucleate nitric acid hydrates (James et al., 2018). As re-
ported in WMO (2014), aircraft measurements made 
in the Arctic in late winter 2010 detected a large num-
ber of refractory particles with diameters above 500 
nm (von Hobe et al., 2013). The abundance of refrac-
tory aerosols in the lower stratosphere during late win-
ter in the Arctic vortex appears to be a regular feature 
rather than an exception (Weigel et al., 2014). At the 
time of these measurements, the air mass subsidence 
inside the Arctic winter vortex from the upper strato-
sphere and mesosphere was well-advanced, leading to 
the conclusion that the refractory particles had been 
transported from higher altitudes into the lower strato-
sphere. In contrast, in the flight samples collected in 
an early winter situation (December 2011, and there-
fore a young vortex in which the air masses had seen 
much less descent), no large refractory particles were 
observed (Ebert et al., 2016). The observed general 



Polar Stratospheric Ozone | Chapter 4

4.17

tendency of a lower abundance of refractory particles 
during PSC events compared to non-PSC situations 
supports the hypothesis that such particles can provide 
a surface for heterogeneous nucleation during PSC 
formation. Further, recent analysis of particles origi-
nally collected in the Arctic stratosphere from January 
until March 2000 found a high abundance of carbo-
naceous refractory particles. Based on their chemistry 
and nanostructure, many non-meteoric sources for 
these carbonaceous particles can be excluded (Schütze 
et al., 2017). However, the exact source of the large re-
fractory particles in the stratosphere and their impact 
on PSC formation remain to be accurately determined.

4.3.1.2	Gravity Waves and Orographic Forcing

Atmospheric gravity waves yield substantial small-
scale temperature fluctuations that can trigger the 
formation of PSCs (e.g., Murphy and Gary, 1995). Orr 
et al. (2015), based on case studies over the Antarctic 
Peninsula, investigated the representation of strato-
spheric mountain-wave-induced temperature fluc-
tuations by the UK Met Office Unified Model (UM) 
at climate scale and mesoscale, compared to observa-
tions. They found that, at high horizontal resolution (4 
km), the regional mesoscale configuration of the UM 
is able to correctly simulate the magnitude, timing, 
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Figure 4-9. Time series of the daily Antarctic PSC areas (top row) from MIPAS climatology (10-year mean 
[2002, 2003, and 2005–2011]; MIPAS data weighted by the area of the applied latitude bins south of 55°S 
in the altitude range 12–30 km), (middle row) from MIPAS for the year 2009, and (bottom row) CALIOP V2 for 
the year 2009, based on the identical computation of PSC area for each data set. Presented are all relevant 
PSC classes for the MIPAS and CALIOP satellite retrievals (ice, NAT, and STSmix). For better comparability with 
CALIOP, MIPAS observations in the middle row are restricted to latitudes north of 82°S, the latitude coverage 
of CALIOP. Red triangles at 10.5 km altitude in the MIPAS and CALIOP time series (middle and bottom rows) 
mark data gaps caused by the measurement mode. Adapted from Spang et al. (2018).
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and location of the measured temperature fluctua-
tions. While a climate configuration of the model with 
lower horizontal resolution was not able to resolve the 
fluctuations, in this case, the use of a mountain wave 
parameterization scheme gave reasonable agreement 
with observations. A 10-year satellite record of gravity 
wave activity in the polar lower stratosphere based on 
AIRS indicates that orography as well as jet and storm 
sources are the main causes of the observed gravity 
waves. There is a strong seasonal cycle in wave activity 
with wintertime maxima at high latitudes, the cycle 
lasting 2–6 months in the Northern Hemisphere and 
5–9 months in the Southern Hemisphere (Hoffmann 
et al., 2017). A comparison of the satellite observa-
tions with temperature fluctuations in the ECMWF 
operational analysis (16-km horizontal resolution) 
showed that gravity wave patterns occur in the right 
locations, but that wave amplitudes were typically 
underestimated by a factor of 2–3 (Hoffmann et al., 
2017). Further, Lambert and Santee (2018) find that 
the potential to form ice PSCs in model studies driv-
en by various reanalyses varies significantly because 
of the underlying differences in the representation of 

mountain wave activity. Moreover, CALIOP data in-
dicate that simulations are missing clouds containing 
small NAT particles with large number densities; such 
particles are most likely to form from ice clouds or 
STS in gravity waves (Zhu et al., 2017b). 

These recent findings emphasize the importance of 
high spatial resolution, state-of-the-art meteorologi-
cal reanalyses, and high-quality schemes for the rep-
resentation of gravity waves in model studies aimed at 
PSC formation and existence.

4.3.2	 Polar Chemistry

4.3.2.1	Observations of Polar Chemistry

Measurements taken with balloon-borne MIPAS-B 
and TELIS instruments in northern Sweden on 31 
March 2011 inside the polar vortex provided verti-
cal profiles of inorganic and organic chlorine species 
over the whole altitude range in which chlorine had 
been undergoing activation and deactivation (Wetzel 
et al., 2015). A total chlorine (Cly) concentration of 
3.41 ± 0.30 ppbv is inferred above 24 km from the 
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measurements. This value is consistent with the 
slightly reduced chlorine loading of the stratosphere 
in 2011 compared to its peak value a decade earlier 
(see Chapter 1).

Strahan et al. (2014) reported Aura MLS-inferred Cly 
showed large variations from year to year due to the 
variability of transport to the Antarctic vortex. The 
mean expected annual Cly decline due to the Montreal 
Protocol is estimated to be −20 ppt yr−1; however, 
fluctuations of the concentration in a given year have 
varied up to 200 ppt below and 150 ppt above the 
mean. (The concentration of Cly in 2013 at 450 K in 
the vortex was estimated by this method to have been 
2650 ppt.) Because of this large interannual variability 
of Cly, it requires at least 10 years of chlorine decline 
after the chlorine maximum for an Antarctic ozone 
recovery (in the sense of an ozone increase caused by 
halocarbon reductions) to be attributable to a decline 
of stratospheric chlorine in a statistically significant 
manner (Strahan et al., 2014). 

In the Arctic vortex of the 2009/2010 winter, satellite 
observations showed the initial activation of chlorine 
occurred in association with the formation of PSCs 
over the eastern coast of Greenland at the beginning of 
January 2010 (Wegner et al., 2016). Although this area 
of PSCs covered only a small fraction of the vortex, 
it was responsible for almost the entire initial chlo-
rine activation throughout the vortex. Observations 
show that HCl mixing ratios decreased rapidly in and 
downstream of this region. Simulations of heteroge-
neous reaction rates along trajectories intersecting 
with the PSCs indicate that the initial phase of chlo-
rine activation occurred in just a few hours. These 
calculations further suggest that the very rapid chlo-
rine activation in Arctic winter 2009/2010 can only be 
explained by an increase in surface area density due 
to PSC formation (Wegner et al., 2016), as reactions 
on the background binary aerosol would have been 
too slow. 

4.3.2.2	Laboratory Studies, Theoretical 
Basis, and Models

Laboratory, PSCs

New experiments on the heterogeneous kinetics of 
H2O, HNO3, and HCl on HNO3 hydrates have been 
performed using a multidiagnostic stirred-flow reac-
tor in which the gas phase as well as the condensed 

phase have been simultaneously investigated for 
stratospheric temperatures in the range 175–200 K 
(Iannarelli and Rossi, 2016). In these experiments, 
NAT was investigated in two phases; α-NAT, which 
exists at temperatures below 185 K and is metasta-
ble and β-NAT, which exists above this temperature 
and is the form predominantly found in PSCs (see 
also the following section). In the laboratory exper-
iments, initial spontaneous formation of α-NAT was 
found, followed by the gradual transformation of 
α- to β-NAT at T > 185 K; further nitric acid dihy-
drate (NAD) was spontaneously formed at somewhat 
larger partial pressures of HNO3 deposited on pure 
H2O ice (Iannarelli and Rossi, 2016). The improved 
experimental instrumentation suggests, in contrast to 
previous studies, the formation of α-NAT proceeds 
without prior formation of an amorphous HNO3∕H2O 
layer and always results in the formation of β-NAT. 

Chlorine Chemistry and Heterogeneous Reactions

Chlorine activation and subsequent ozone deple-
tion only occur because of heterogeneous reactions 
(Solomon et al., 1986); chlorine activation rates are 
mainly controlled by temperature, with only a lim-
ited dependence on PSC type (e.g., Salawitch et al., 
1988; Kawa et al., 1997; WMO, 2014). Beyond het-
erogeneous chemistry, NAT particles have an impact 
on gas-phase chemistry through removal of HNO3 
(denitrification). Initial chlorine activation is not 
directly related to chemical ozone loss and chlorine 
activation is often saturated because of the lack of 
available ClONO2, so that gas-phase chemistry be-
comes important (Solomon et al., 2015; Müller et 
al. 2018). However, strong polar ozone loss requires 
both a nearly complete activation of chlorine and the 
maintenance of high levels of active chlorine for an 
extended period (e.g., Solomon et al., 2015; Müller et 
al., 2018). Recent work has focused on the sensitivity 
of simulated ozone loss on PSC types, temperature 
thresholds and the maintenance of high levels of 
activated chlorine, and the chemical processes re-
sponsible for chlorine activation (Solomon et al., 2015; 
Kirner et al., 2015a; Wegner et al., 2016; Wohltmann 
et al., 2017; Müller et al., 2018).

Multi-year simulations of a CCM (nudged to ERA-
Interim reanalysis meteorological fields) show the im-
pact that the various types of PSCs (Box 3.1 in WMO 
(2014)) have on Antarctic chlorine activation and 
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ozone loss (Kirner et al., 2015a). In these simulations, 
in high southern latitudes, heterogeneous chemistry 
on liquid particles accounts for more than 90% of 
ozone depletion, with reactions on ice particles add-
ing less than 5% of further ozone depletion and NAT 
particles less than 1%, although NAT particles play an 
essential role in denitrification. Simulations of HNO3, 
ClO, and ozone agree closely with observations from 
MLS (Kirner et al., 2015a).

Polar ozone depletion simulations based on the 
WACCM model for the year 2011 indicate that total 
ozone depletion in both hemispheres is dependent on 
low temperatures (below 192 K) and associated het-
erogeneous chemistry on polar stratospheric cloud 
particles (Solomon et al., 2015). Reactions limited 
to temperatures above 192 K, or on binary (sulfate/
water) liquid aerosols, yield little simulated polar 
ozone depletion in this model in either hemisphere. 
The simulated ozone loss is sensitive to sulfate, which 
provides additional surface area for heterogeneous 
reactions (Tabazadeh et al., 2002); enhancing strato-
spheric sulfate by a factor of three increases ozone loss 
by up to 20 Dobson Units (DU) in the Antarctic and 
15 DU in the Arctic. These assumed enhanced sulfate 
levels are similar to those observed following recent 
relatively small volcanic eruptions since 2005. Ozone 
losses in the model are strongly sensitive to tempera-
ture, with a test case cooler by 2 K producing as much 
as 30 DU additional ozone loss in the Antarctic and 
40 DU in the Arctic. The modeled result compares 
with an earlier analysis of observations that calculated 
the mean dependence on stratospheric temperature of 
Arctic ozone loss as 15.6 DU K−1 (Rex et al., 2006).

Moreover, Solomon et al. (2015) corroborate earlier 
findings (Jaeglé et al., 1997) that in the edge region 
of the Antarctic vortex, transport of ClONO2 from 
lower latitudes to higher latitudes as well as latitudinal 
excursions of air parcels in and out of sunlight during 
winter enhances ClONO2 and HOCl available for re-
action with HCl and hence net chlorine activation. 
The onset of chlorine activation by heterogeneous 
processes is mostly limited by the amount of avail-
able ClONO2, as confirmed by a recent combination 
of CALIOP PSC and MLS HCl and ClO observations 
with model simulations (Nakajima et al., 2016).

Recent studies focus on a quantitative analysis of the 
chemical reactions involved in polar ozone depletion 

in the stratosphere (for specific winters) and of the 
relevant reaction pathways and cycles (Wohltmann 
et al., 2017; Müller et al., 2018). Wohltmann et al. 
(2017), based on NASA’s Jet Propulsion Laboratory 
(JPL) 2011 recommendation (Sander et al., 2011), find 
that the ClO dimer cycle contributes about 50% to the 
vortex-averaged ozone loss at 54 hPa in both hemi-
spheres, while the BrO–ClO cycle contributes about 
40%. Further, in the Southern Hemisphere, there is 
a clear shift from chlorine activation by the ClONO2 
+ HCl reaction in early winter to activation by the 
HOCl + HCl reaction later in winter (Wohltmann et 
al., 2017; Müller et al., 2018). The HOCl + HCl re-
action accounts for about 70% of the activation of Cl 
in the Southern Hemisphere, while it accounts for 
30% of the activation in the Northern Hemisphere 
(Wohltmann et al., 2017). In the core of the Antarctic 
vortex, in the lowermost stratosphere, high levels of 
active chlorine are maintained by effective chemical 
cycles (HCl null-cycles) where the formation of HCl 
is balanced by immediate reactivation, which allows 
active chlorine levels to be maintained and thus rapid 
ozone destruction to occur. For the observed almost 
complete activation of stratospheric chlorine in the 
lower stratosphere, the production of HOCl via HO2 
+ ClO, with the HO2 resulting from photolysis of 
CH2O, is essential (Müller et al., 2018).

In the dark core of the polar vortex MLS observations 
show a much faster depletion of HCl than simulated 
by current state-of-the-art models (ATLAS, CLaMS, 
WACCM, and TOMCAT/SLIMCAT) (Wohltmann 
et al., 2017; Grooß et al., 2018). This points to some 
unknown process that is currently not fully represent-
ed. There is only a minor impact of about 2% on the 
overall ozone column loss over the course of Antarctic 
winter and spring, however, because the HCl discrep-
ancy and the associated underestimation of chlorine 
activation occur in early winter, when ozone loss rates 
are slow.

Reaction Kinetics

Canty et al. (2016) showed that the most recent recom-
mendations for the kinetics that govern the partition-
ing of ClO and ClOOCl (put forth by the JPL panel) 
(Burkholder et al., 2015) are in extremely good agree-
ment with the atmospheric observations of ClO and 
ClOOCl. The most important difference with respect 
to calculations that rely on older recommendations is 
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the temperature at which loss of ozone by the ClOOCl 
catalytic cycle terminates. The current recommenda-
tion (Burkholder et al., 2015) suggests that ClOOCl 
is less stable than previously assumed, resulting in an 
approximate 2 K downward shift in the termination 
temperature of polar ozone loss due to the ClOOCl 
catalytic cycle (Canty et al., 2016).

4.3.3	 Very Short-Lived 
Halogenated Substances 

Recent observations show that the atmospheric 
concentration of dichloromethane (CH2Cl2)—an 
ozone-depleting gas not controlled by the Montreal 
Protocol—is increasing (Leedham Elvidge et al., 2015; 
Hossaini et al., 2017; Chapter 1 of this Assessment). 
The future evolution of atmospheric dichloromethane 
is uncertain, but for the present day (2015) the simulat-
ed contribution of dichloromethane to total inorganic 
chlorine in the polar lower stratosphere (100 hPa) is 
about 3% (Hossaini et al., 2017). Using atmospheric 
model simulations, Hossaini et al. (2017) show that 
the largest ozone decreases attributable to dichloro-
methane are simulated in the Southern Hemisphere. 
The impact of dichloromethane in these simulations 
is modest at the present time, with springtime zonal 
mean column ozone in the Southern Hemisphere 
up to 3%, or 6 DU, lower in simulations in which di-
chloromethane is considered (Hossaini et al., 2017). 

Beyond dichloromethane, a number of very short-lived 
substances (VSLSs; for example, 1,2-Dichloroethane, 
C2H4Cl2) have also been detected in Earth’s atmo-
sphere, although atmospheric measurements of these 
compounds are sparse (Hossaini et al., 2015a). While 
the major contribution to stratospheric chlorine from 
chlorine-containing VSLSs comes from dichloro-
methane, these other VSLSs also contribute. The ad-
ditional chlorine loading from all chlorine-containing 
VSLSs in 2013 amounted to about 100 ppt (Hossaini 
et al., 2015a).

It is also important to account for the contribution of 
bromine-containing VSLSs to the stratospheric hal-
ogen loading (e.g., Frieler et al., 2006). Recent CCM 
simulations of the evolution of the Antarctic ozone 
hole show a significant additional reduction of the 
total ozone column over the polar cap and better agree-
ment with observations, when brominated VSLSs are 
considered (Figure 4-11, Braesicke et al., 2013; Yang 

et al., 2014; Sinnhuber and Meul, 2015; Oman et al., 
2016; Fernandez et al., 2017). For instance, Sinnhuber 
and Meul (2015) found that due to the inclusion of 
VSLSs, up to 25% more ozone was destroyed locally 
in the southern polar lower stratosphere (60°–90°S) 
in October in the period 1979 to 1995, leading to a 
regional reduction of total column ozone by about 
10% (October) due to bromine-containing VSLSs. 
Compared to OMI satellite measurements, Oman et 
al. (2016) obtained better agreement in the very low 
ozone concentrations in the deep Antarctic lower 
stratospheric polar vortex during late September to 
early October from the late 1990s to the early 2000s 
when bromine from natural VSLSs was considered in 
their model. At the time of maximum chlorine loading 
around the year 2000, the 5 ppt of very short-lived Bry 
increased the ozone hole area by about 40% (5 million 
km2) and enhanced the ozone mass deficit by about 
75% (8 million tons) (Fernandez et al., 2017, Figure 
4-11). Although the strongest impact of bromine-con-
taining VSLSs is in the Antarctic, there is also an im-
pact on Arctic ozone levels in spring (e.g., Yang et al., 
2014). However, it should be noted that the impact of 
bromine on stratospheric ozone occurs through the 
ClO/BrO–ClO chemical cycle and thus is only strong 
for enhanced stratospheric chlorine levels.

4.3.4	 Polar Dynamical Processes

4.3.4.1	Dynamical Control of Polar Ozone

Year-to-year variability of stratospheric polar ozone 
is controlled by dynamical and chemical processes. 
Both are coupled to temperature changes which, in 
turn, are strongly influenced by wave activity (WMO, 
2014). Recent studies of the dynamical contribution 
to temperature trends and ozone variability in Arctic 
spring essentially confirmed the important role of dy-
namics (Bohlinger et al., 2014; Bednarz et al., 2016; 
Ivy et al., 2016; Strahan et al., 2016). Ozonesonde 
measurements over Belgrano (Antarctica) show, for 
example, that the largest ozone depletion occurs in the 
coldest years (55–60% decrease of total ozone column 
in spring in the years 2000, 2003, and 2006), while the 
ozone loss in warm winters is smaller (20% in 2002 
due to the Southern Hemisphere (SH) major sudden 
stratospheric warming) (Parrondo et al., 2014). 

Planetary wave driving of the polar stratosphere is 
generally stronger and more variable in Northern 
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Hemisphere (NH) than in SH winter, leading to a 
warmer Arctic polar vortex and less chemical ozone 
depletion (see Figures 4-1, 4-4, and 4-5). In contrast, 
in austral winter and spring, Antarctic lower strato-
spheric temperatures are low enough for continuing 
heterogeneous ozone depletion, as the Antarctic vor-
tex is much less disturbed by wave forcing (WMO, 
2014; Solomon et al., 2014). The inter-hemispheric 
differences in the relationship between wave activity 
and the spring-to-fall ozone ratio are illustrated in 
Figure 4-12 (update of Weber et al., 2011 and Figure 
3-13 in WMO, 2014). Figure 4-12 shows the compact 
linear relationship between the mean winter eddy heat 
flux at 100 hPa and the spring-to-fall high-latitude 
ozone ratio, combining data from both hemispheres. 
The winter eddy heat flux is consistently lower in the 
SH than in the NH. As a result, chemical ozone loss 
dominates in the SH lower stratosphere, and ozone 
values are lower in spring than in fall (except for 2002 
and 2017). In contrast, the larger NH eddy heat flux 
leads to enhanced transport of ozone throughout the 

winter. As shown in Figure 4-12, this relationship 
held for all Antarctic and Arctic winters since the 
last Assessment, including the year 2015 (with the 
eruption of the Chilean volcano Calbuco enhancing 
Antarctic ozone depletion (see Section 4.2.3.1) and 
the northern winter 2015/2016 (see Section 4.2.4.1). 

4.3.4.2	Refined Understanding of 
Dynamical Variability 

The mechanisms involved in the generation, prop-
agation, and dissipation of planetary waves are well 
known from theoretical, observational, and modeling 
approaches. Nevertheless, our understanding of the 
processes that determine the degree and interannual 
variability of wave driving of the polar stratosphere 
is still incomplete (WMO, 2014). Investigating the 
sources of interannual variability of wave activity in 
the stratosphere is still an intense area of research. The 
following sections report on advances since the last 
Assessment.
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Figure 4-11. Temporal evolution of (a) 
the Antarctic ozone hole area and (b) 
ozone mass deficit for model experi-
ments with the Community Atmosphere 
Model with Chemistry (CAM) without 
brominated VSLSs (black, reference) 
and with brominated VSLSs (blue, refer-
ence + VSLS) on the left axis, as well as 
the difference between runs (red) on 
the right axis. Solid thick lines show the 
ensemble mean for each experiment, 
while the dashed, dotted, and dashed-
dotted thin lines correspond to each of 
the three independent simulations for 
each run. Red dots in the upper panels 
show observations. From Fernandez et 
al. (2017). 
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Sources of Dynamical Variability: SSTs and ENSO 

Since van Loon and Labitzke (1987), it is well known 
that variations in sea surface temperatures (SSTs) lead 
to anomalous stratospheric polar vortices, affecting 
stratospheric polar ozone. Recent studies have refined 
previous work by addressing in more detail the un-
derlying mechanisms linking SST anomalies to strato-
spheric polar vortex variability, the role of the loca-
tion of SST anomalies and differences in the impact of 
SSTs on the Arctic and Antarctic polar vortices and on 
stratospheric ozone. 

SST anomalies generate anomalous upward wave flux 
into the stratosphere. Hence, increasing global SSTs and 
their latitudinal gradients modulate the polar vortices 
through an enhancement of the Brewer-Dobson cir-
culation in both hemispheres. While globally uniform 
SST changes have a stronger impact on the Southern 
Hemisphere, changes in the SST gradients affect the 
Arctic vortex more significantly. This asymmetry is 
due to differences in the properties and transmission 
of the waves in both hemispheres (Hu et al., 2014). 
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Moreover, depending on the longitudinal position of 
the SST anomalies, they can either enhance or weak-
en upward wave propagation into the stratosphere 
through positive or negative interference with the 
climatological wave patterns. Hemispheric differenc-
es in the extratropical impact of regional tropical SST 
anomalies have been linked to differences in transient 
eddy forcing and stationary wave activity between 
the hemispheres (Li et al., 2010). Thus, higher SSTs in 
either the tropical Eastern Pacific Ocean (e.g., Calvo 
et al., 2017) or the North Atlantic (Omrani et al., 
2014), or lower SSTs in either the North Pacific (e.g. 
Hurwitz et al., 2012) or the Indian Ocean (Fletcher 
and Kushner, 2011) lead to a weaker Arctic polar vor-
tex. Using satellite observations and reanalysis data, 
Tian et al. (2017) reported a high correlation between 
SSTs in the East Asian marginal seas and lower strato-
spheric ozone over Antarctica in austral spring, with 
high SSTs reducing planetary wave activity in the SH, 
strengthening the stratospheric polar vortex, and 
thereby enhancing chemical ozone loss (with the op-
posite effects for low SSTs). According to their model 
simulations, ~17% of the decline of Antarctic lower 
stratospheric ozone between 1955 and 2005 may be 
associated with increasing SSTs over the marginal seas 
of East Asia.

Recent studies of the El Niño–Southern Oscillation 
(ENSO) highlighted the role of the location of the 
strongest SST anomalies (i.e., in the Eastern Pacific 
[EP] or the central Pacific [CP]) for the effects of 
ENSO on polar ozone. ‘Canonical’ EP El Niño events 
tend to weaken the polar vortex (e.g., Calvo et al., 2017 
and references therein) and enhance stratospheric 
column ozone at high latitudes (e.g., Cagnazzo et al., 
2009), while during La Niña events (characterized by 
negative SST anomalies in the central-eastern Pacific 
area), a stronger and colder polar Arctic vortex is 
observed (Iza et al., 2016), implying a reduced polar 
total ozone column. Compared to canonical El Niño 
events, CP El Niño events are more effective in the 
Antarctic where they lead to higher stratospheric 
temperatures and ozone in the lower stratosphere 
during austral summer and autumn (Zubiaurre and 
Calvo, 2012; Evtushevsky et al., 2015). However, the 
effects of CP El Niño on the Arctic stratosphere are 
still under debate (Hurwitz et al., 2014). 

Dynamical Variability in NH Stratospheric Winters 

Sudden stratospheric warmings (SSWs) in northern 
winter are induced by anomalously strong upward 
wave propagation from the troposphere and dissi-
pation in the middle and high latitudes of the strato-
sphere. They weaken the polar vortex, warm the polar 
stratosphere, and enhance the Brewer-Dobson cir-
culation (BDC) (e.g., Andrews et al., 1987; Charlton 
and Polvani, 2007). Since the previous Assessment, 
a growing number of studies investigated the impact 
of SSWs on polar processes and polar ozone. The en-
hanced temperature and BDC around the SSW date 
lead to a reduction of ozone loss and more ozone 
transported towards the pole (e.g., Strahan et al., 
2016; Manney et al., 2015b; Damiani et al., 2014; Tao 
et al., 2015). In addition, meridional mixing increases 
during and after SSWs although its impact on ozone 
is not clear due to large case-to-case variability (Tao et 
al., 2015; Damiani et al., 2014; Manney et al., 2015a; 
Manney and Lawrence, 2016). 

By comparing simulations with a CTM driven with 
observed meteorological conditions with and without 
heterogeneous chemistry, Strahan et al. (2016) quanti-
fied the chemical ozone depletion over the Arctic cap 
for the recent past (2005–2015). They showed that the 
linear relationship between the chemical ozone loss 
rate and the number of days cold enough for PSC par-
ticle formation within the polar vortex, found in ear-
lier studies (Rex et al., 2004, 2006; Tilmes et al., 2003), 
still holds. While enhanced chemical ozone loss takes 
place in an undisturbed, cold, and stable polar vortex, 
the occurrence of a major SSW in mid-winter limits 
the number of cold days. As a result, ozone deple-
tion in winters with a stable and cold polar vortex 
is roughly three times greater than in winters with 
a major SSW before mid-February. With five cold 
Arctic winters (2005, 2007, 2008, 2011, and 2014) 
and six winters with SSWs occurring in the period 
2005–2015, a large part of the interannual variability 
of Arctic ozone over this period is explained (correla-
tion of 0.97 between the maximum seasonal Arctic 
cap column ozone depletion and the number of cold 
days) (Strahan et al., 2016). Ozone loss in cold Arctic 
winters can additionally be amplified by high water 
vapor mixing ratios in the lower stratosphere, further 
increasing the probability of PSC formation and ef-
fective heterogeneous chlorine activation, as derived 
by Khosrawi et al. (2016) from satellite observations.
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Particularly strong SSWs may perturb the mesosphere 
for many weeks. These events are characterized by an 
elevated stratopause which forms at pressure levels as 
high as 0.5 Pa (~70 km) about 10–14 days after the 
peak of the SSW. During the recovery phase of such 
elevated stratopause events, observations show a 
strong descent of polar mesospheric NOx-rich air into 
the stratosphere (e.g., Pérot et al., 2014; Orsolini et 
al., 2017), inducing polar Arctic upper stratospheric 
ozone loss. 

Recently, Siskind et al. (2016) proposed a new mech-
anism by which dynamical variability in northern 
spring may affect polar ozone in the following sum-
mer. In winters with strong mesospheric descent that 
are followed by dynamically quiet spring seasons (as in 
boreal winter 2009), relatively low values of CH4 and 
high values of ClO may persist in the upper strato-
sphere throughout the summer. In 2009, these vari-
ations caused up to a 5% reduction in upper strato-
spheric ozone throughout the summer and early fall. 

Downward Planetary Wave Reflection

As discussed in the previous section, the upward 
propagation and dissipation of planetary waves is 
the important driver of the BDC in the boreal winter 
stratosphere and largely determines the dynamical re-
supply of Arctic ozone in winter and spring. However, 
the overall effect of the planetary wave forcing on 
Arctic ozone levels in midwinter and spring not only 
depends on the tropospheric planetary wave sourc-
es but also on the stratospheric conditions for wave 
propagation, as highlighted in a recent CCM study 
by Lubis et al. (2017). Downward planetary wave re-
flection may occur in the stratosphere when upward 
pulses of wave activity decelerate the flow in the upper 
stratosphere, forming a downward-reflecting surface 
that redirects waves back to the troposphere (e.g., 
Harnik and Lindzen, 2001). These types of events 
lead to a weaker BDC and a colder polar vortex. Thus, 
there is a direct effect by planetary wave reflection on 
ozone due to transport, such that less ozone is advect-
ed towards the polar region, and an indirect effect due 
to the induced lower temperatures in the polar vortex, 
which enhance heterogeneous chemical ozone loss 
(Lubis et al., 2017).

4.3.5	 Other Factors Affecting Polar Ozone

4.3.5.1	Solar Variability by Energetic 
Particle Precipitation

In addition to the impact on global ozone by decadal 
variations in solar ultraviolet irradiance (see Chapter 
3.2.1.1), polar ozone can be destroyed by energetic 
particle precipitation (EPP) resulting in total ozone 
loss up to 10–20 DU after strong solar proton events 
(SPEs) (Vogel et al., 2008). EPP is strongly linked to 
solar activity either directly by coronal mass ejections 
(CMEs) producing sporadically large fluxes of solar 
energetic particles or indirectly by the quasi-contin-
uous impact of the solar wind on Earth’s magneto-
sphere resulting in precipitation of energetic electrons 
(see e.g., the review by Mironova et al., 2015). The 
presence of EPP affects the ionization levels in the 
middle and upper polar atmosphere, leading to signif-
icant changes of the chemical composition including 
ozone (see e.g., the review by Sinnhuber et al., 2012).

Solar proton events caused by CMEs are particular-
ly frequent around the maximum of the solar cycle. 
A recent intercomparison study demonstrated the 
overall ability of specialized atmospheric models 
to reproduce the direct EPP effect by solar protons 
after the 2003 “Halloween” SPE in late October and 
early November 2003 (Funke et al., 2011). This event 
was characterized by short-term (days) mesospheric 
ozone depletions up to 70%, followed by longer-last-
ing (weeks to months) depletions of up to 35% in 
the upper stratosphere. After the “Halloween” event, 
which has been discussed in detail in WMO (2006), 
SPE-related composition changes of smaller magni-
tude have also been observed and modeled in other 
occasions, namely in November 2004 (Hocke, 2017), 
January 2005 (Jackman et al., 2011; Verkhoglyadova 
et al., 2015), as well as in January and March 2012 
(von Clarmann et al., 2013; Jackman et al., 2014; 
Päivärinta et al., 2016). A statistical investigation of 
average changes in ozone from sonde measurements 
following 191 SPEs from 1989 to 2016 was carried 
out by Denton et al. (2018). Their results indicate that 
SPEs are linked to a ~5–10% decrease in ozone at ~20 
km altitude during the polar winter. The greatest de-
crease occurs ~10–20 days following SPEs with ozone 
depleted for ~30 days on average.

Energetic electron precipitation is associated with 
geomagnetic storms and occurs mainly in the polar 
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auroral and sub-auroral regions with an intensity being 
largest about two years after the maximum of the solar 
cycle. Precipitation from mid-energy and from auro-
ral electrons affects the mesosphere (50–100 km) and 
the lower thermosphere (95–120 km), respectively. 
The NOx produced by EPP at these altitudes is long-
lived during polar winter and transported down into 
the stratosphere to altitudes well below 30 km. Satellite 
observations have provided clear evidence of this EPP 
indirect effect (IE) occurring in every polar winter 

with a magnitude modulated by the solar cycle (e.g., 
Randall et al., 2007; Hendrickx et al., 2015; Funke et 
al., 2016). The EPP-generated NOy contributes to the 
polar winter NOy column at 20–70 km by 10–40% in 
the Southern Hemisphere (SH) (see Figure 4-13, top 
panel) (Funke et al., 2014). Stronger wave activity in 
Arctic winters is responsible for the generally small-
er and more variable contributions in the Northern 
Hemisphere (up to 30%). Recently, observational ev-
idence of polar ozone losses due to the EPP IE has 
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Figure 4-13. (top) Temporal evolution of the NOy contribution produced by energetic particle precipitation 
(EPP-NOy) (in ppmv) at 70°–90°S taken by the Michelson Interferometer for Passive Atmospheric Sounding 
(MIPAS) on board the Envisat satellite during 2002–2012. The contribution of EPP-NOy has been discrimi-
nated from that produced by N2O oxidation using a tracer correlation method based on MIPAS CH4 and CO 
observations. (Adapted from Funke et al., 2014). (middle and bottom) Ozone loss due to EPP as a function 
of pressure level (middle) and for the total ozone column (bottom) at southern high latitudes (70°–90°S). 
Shown is the percentage difference between EMAC model simulations with and without EPP impact. The 
EPP effect is prescribed as an upper boundary condition of NOy based on MIPAS observations; solar pro-
ton events (e.g., in October/November 2003 or January 2005) are prescribed by modeled ionization rates. 
Adapted from Sinnhuber et al. (2018).
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been provided: SH polar stratospheric ozone loss due 
to the EPP IE peaks around 30–40 km in late winter 
with an average magnitude of about 10–15% (Fytterer 
et al., 2015; Damiani et al., 2016). Chemistry–climate 
models accounting for the EPP IE are able to repro-
duce the observed effects reasonably well. Forced by 
EPP-induced NOy anomalies from satellite data be-
tween 2002 and 2012, Sinnhuber et al. (2018) show a 
recurring average decrease in Antarctic total column 
ozone around 4% in each winter/spring (ranging be-
tween 2% and 3% in 2009 and 2010, and 8% in 2003; 
see Figure 4-13, middle and bottom panel, adapted 
from Sinnhuber et al., 2018). Although the decrease 
in total column ozone by EPP-generated NOy is less 
than one-tenth of the halogen-induced ozone deple-
tion in the Antarctic polar vortex (see Figure 2-29 in 
WMO, 2010), the EPP effect needs to be considered 
in models to simulate realistic total ozone columns 
in polar winter. However, most CCMI models do not 
yet incorporate the effects of EPP-generated NOy on 
polar ozone loss.

4.3.5.2	Volcanic Eruptions

Sulfate aerosols increase in the stratosphere after vol-
canic eruptions, providing surfaces on which hetero-
geneous chemical reactions occur favoring ozone loss 
(Hofmann and Solomon, 1989). In addition, volcanic 
aerosols also reduce polar ozone by an indirect dy-
namical mechanism through radiative heating of the 
lower stratosphere which increases the equator-to-
pole temperature gradient. This leads to a strength-
ening of the polar vortex—either by thermal wind 
balance (Kodera, 1995) or reduced planetary wave 
forcing (Bittner et al., 2016)—and thus to more ozone 
loss. 

While some climate models are able to reproduce the 
robust response of the polar vortex to volcanic erup-
tions (Pitari et al., 2016; Muthers et al., 2015; Raible 
et al., 2016), others are not (Driscoll et al., 2012; 
Charlton-Perez et al., 2013; Toohey et al., 2014), or 
their response depends on the size of the eruption 
(Bittner et al., 2016). The reasons for these discrepan-
cies are still not well understood. Some models tend to 
overestimate the warming of the tropical stratosphere 
and thus magnify the polar dynamical response 
(Muthers et al., 2015). Moreover, the polar vortex re-
sponse seems to be very sensitive to the spatio-tem-
poral distribution of the volcanic forcing (Toohey et 

al., 2014) and also to the choice of the ozone climatol-
ogy in climate models without interactive chemistry 
(Muthers et al., 2014).

While no major volcanic eruptions comparable in size 
to Mt. Pinatubo have occurred since 1991, satellite 
measurements revealed further injections of volcanic 
SO2 into the stratosphere by a number of moderate 
eruptions at different latitudes during the past decade 
(WMO, 2011; Carn et al., 2016). Solomon et al. (2016) 
showed that including the SO2 emissions from these 
moderate eruptions in specified-dynamics CCM sim-
ulations enlarged the size of the modeled Antarctic 
ozone hole in September and led to better agreement 
with the observed ozone hole. Moreover, they found 
about a 10% reduction of the modeled post-2000 
healing of the Antarctic ozone hole in September as a 
result of the chemical effects of increased volcanic ac-
tivity in the latter part of 2000–2014. Likewise, obser-
vations from ozonesondes and the Aura MLS suggest 
that stratospheric volcanic particles from the 2015 
eruption of the Chilean volcano Calbuco enhanced 
Antarctic ozone depletion and contributed to the 
record-large Antarctic ozone hole in October 2015 
(Stone et al., 2017) (see also Section 4.2.3.1). This 
ozone loss after volcanic eruptions is driven by het-
erogeneous chemical processes associated with SO2 
emissions, while radiative and dynamical feedbacks 
only play a minor role (Ivy et al., 2017).

A further potential impact of explosive volcanic erup-
tions on stratospheric ozone is the direct injection of 
halogens into the stratosphere. Recent developments 
in measurement technology allowed for improved 
estimates of halogen ejections from large historical 
eruptions (Kutterolf et al., 2015). As these substances 
are diluted on their transport from the troposphere to 
the stratosphere through scavenging by hydrometeors 
(Tabazadeh and Turco, 1993), estimates of the injec-
tion efficiency into the stratosphere vary widely for 
individual eruptions. Nevertheless, direct injections 
of significant quantities of volcanic halogens have 
recently been confirmed by remote sensing: MLS re-
corded stratospheric HCl:SO2 ratios of 0.01–0.03 for 
14 eruptions spanning the years 2005 to 2014 (Carn et 
al., 2016). Based on petrological constraints, Cadoux 
et al. (2015) found that the Late Bronze Age ‘Minoan’ 
eruption of the Santorini volcano released far more 
halogens than sulfur. Even if only 2% of these halo-
gens had reached the stratosphere, they would have 
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resulted in reductions in ozone columns of 20% to 
>90% at northern high latitudes.

Recent Assessments have not considered the impact of 
the volcanic halogen loading on stratospheric ozone 
partly because of the large uncertainties in its magni-
tude and also because this process was determined to 
be small compared to anthropogenic halogen loading 
after the eruptions of El Chichón (in 1982) and Mt. 
Pinatubo (in 1991). However, volcanic halogens are 
expected to become more relevant in the future as an-
thropogenic halogens decline. The response of the total 
ozone column to the injection of SO2 results from two 
chemical regimes causing opposite ozone changes: (1) 
in the lower stratosphere (pressures >30 hPa), hetero-
geneous chemistry on sulfate aerosol surfaces leads 
to chlorine activation and ozone depletion and (2) in 
the upper stratosphere (pressures <30 hPa), catalytic 
ozone depletion in the NOx cycle is suppressed (Tie 
and Brasseur, 1995). Hence, in an atmosphere with 
low chlorine levels, such as in the era before indus-
trial halogen production, upper stratospheric chem-
istry dominates and the total polar ozone column is 
expected to increase after volcanic eruptions (WMO, 
2014; Muthers et al, 2015). Similarly, in the future, 
when anthropogenic halogen is expected to decrease, 
major volcanic eruptions that inject SO2 into the 
stratosphere may cause an ozone increase (e.g., Naik 
et al., 2017). However, Klobas et al. (2017) found that 
in a future medium Representative Concentration 
Pathway RCP-6.0 GHG scenario there is still signifi-
cant net loss of total column ozone after volcanic SO2 
emissions after mid-century. With increasing GHG 
concentrations, the post-volcanic chemical ozone 
depletion weakens due to stratospheric cooling and 
increased methane concentrations (Klobas et al., 
2017; Naik et al., 2017). Klobas et al. (2017) further 
show that in a future low-halogen environment, the 
presence in the stratosphere of bromine from natu-
ral, very short-lived biogenic compounds is critically 
important for determining whether future eruptions 
will lead to ozone depletion. The additional injection 
of volcanic halogens would induce substantial ozone 
reductions, particularly in polar regions. Projecting 
how future volcanic eruptions might affect strato-
spheric polar ozone remains highly uncertain due to 
the complex interactions between volcanic aerosols, 
rising GHG concentrations and VSLSs. 

4.4	 RECOVERY OF POLAR OZONE

4.4.1	 Polar Ozone Recovery in 
Previous Assessments

WMO (2007) defined three stages of current and fu-
ture stratospheric ozone recovery: (1) a slowing in the 
rate of ozone decline, (2) the onset of ozone increases 
above the previous minimum values (so-called “turn-
around”) due to declining EESC, and (3) full recovery 
from ODSs. WMO (2007) concluded that, while sta-
bilization of Antarctic ozone levels had been observed 
at a similar time as the expected peak of EESC, due 
to the influence of both saturation of depletion and 
anomalously high temperatures, the attribution was 
inconclusive and it was therefore not possible to state 
that either the first or second stages of recovery had 
yet occurred. WMO (2007) also included predictions 
of a slow recovery of Antarctic total column ozone, 
with an increase in springtime ozone of 5–10% be-
tween 2000 and 2020, or 0.25–0.5% yr−1 (approxi-
mately 0.5–1 DU yr−1) over that period.

WMO (2011) concluded that the leveling off of 
Antarctic stratospheric ozone since the late 1990s 
could be attributed to the slight decline in Antarctic 
stratospheric ODSs, based on the analysis of Yang et 
al. (2008).

WMO (2014) discussed recovery of Antarctic spring-
time stratospheric ozone in more detail. Further stud-
ies of both vertically resolved and total column ozone 
had been published since WMO (2011), generally 
making use of multiple linear regression methods to 
account for non-chemical effects. It was concluded 
that Antarctic total column ozone appeared to have 
started to increase since reaching a minimum at the 
beginning of the 21st century and that the rate of 
increase appeared consistent with declining ODSs. 
The definitive conclusion that Antarctic stratospher-
ic ozone was increasing due to declining ODSs could 
not yet be reached, however, due to uncertainties in 
measurements and statistical methods.

Compared to the Antarctic, the Arctic shows larg-
er interannual variability in springtime ozone and 
smaller ozone depletion, and detection of changes 
in ozone due to decreases in EESC are therefore ex-
pected to take longer than in the Antarctic. WMO 
(2007) reported that no slowing of the decline in 
Arctic stratospheric ozone had yet been found. WMO 
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(2011) and WMO (2014) both reported little progress 
in assessing Arctic stratospheric ozone recovery since 
WMO (2007).

4.4.2	 Long-Term Antarctic Ozone Trend

4.4.2.1	Onset of Antarctic Ozone Depletion

As noted in previous Assessments, the general choice 
of 1980 as the reference year for ozone levels should 
not be taken to mean that there was no anthropogen-
ic ozone depletion in Antarctica prior to that year. 
Comparing simulations from 17 CCMVal-2 models 
with total column ozone measurements from four 
long-term Dobson sites in the Antarctic (Faraday, 
Halley, South Pole, and Syowa) combined with mea-
surements from multiple space-based instruments 
(Bodeker et al., 2005), it was estimated that about 
half of the ozone loss attributable to halogens be-
tween 1960 and 2000 actually took place before 1980 
(Langematz et al., 2016). Updated results of this study 
for more years of observations and new CCMI model 
simulations are shown in Figure 4-14. The observed 

halogen-induced, pre-1980 Antarctic spring total 
ozone depletion reaches about 54% of that in the 
1960–2000 period, comparable in size to the previous 
estimate. Similar to the CCMVal-2 models, the CCMI 
models slightly underestimate the observed estimate, 
with a comparable spread in both model groups.

4.4.2.2	Onset of Antarctic Ozone Recovery

Since WMO (2014), several studies have taken advan-
tage of the increasing length of record to identify pa-
rameters that quantify various aspects of ozone loss, 
which show a positive trend in ozone (i.e. a decrease 
in ozone depletion) since the year 2000. Different 
sources of data have been used to derive these pa-
rameters, such as ozonesondes or ground-based 
data from the global Dobson and Brewer networks. 
Merged multi-year ozone time series were generated 
from different satellite instruments, which allowed 
the quantification of long-term trends in total column 
ozone and vertical ozone profiles before and after the 
turnaround of Antarctic EESC. More details of the ap-
plied ozone data sets are given in the respective studies 
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1960–1980 in % of the depletion for the period 1960–2000 in CCMI simulations and observations. Uncer-
tainties of 1σ were derived by applying error propagation rules. For the analysis, the extended observa-
tional data base until 2016 (Bodeker et al., 2005) has been used. Adapted from Langematz et al. (2016).
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listed in Table 4-1. From these ozone observations, 
long-term changes in Antarctic ozone were derived by 
applying various mathematical methods that provide 
estimates of trends in a number of ozone parameters 
(e.g., total column ozone, ozone within the particular 
height range at which depletion has previously been 
greatest, or metrics used to describe the severity of 
the Antarctic ozone hole) for specific Antarctic lo-
cations (e.g., Antarctic ground-based or ozonesonde 
stations or polar cap (60°–90°S) average) and season 
(e.g., September, October, or September to November 
average) and trend periods (i.e., different starting and 
finishing years). Box 4-1 describes in more detail the 
methods applied to calculate Antarctic ozone trends.

Although the recent studies have differed in their ap-
proaches, they have found broadly consistent results. 
Table 4-1 gives an overview of some of the identified 
trends discussed in the following subsections, includ-
ing the ranges of uncertainty. It should be noted that 
the table only gives a subset of results, with most of 
the studies reported on having also considered addi-
tional or differently defined parameters and variations 
of method such as filtering criteria. There is consensus 
among all studies that, particularly in the month of 
September, several metrics of Antarctic ozone have 
shown reductions of depletion in the years following 
the peak in EESC. In contrast, in October, no signif-
icant trends in metrics of Antarctic ozone have been 
found to this time.

Individual studies find positive trends in Antarctic 
total column ozone in September that are significant 
at the 90% or 95% confidence levels (e.g., Solomon 
et al. 2016; Kuttipurath and Nair, 2017), while other 
metrics do not yield trends significant at the 2σ level. 
Apart from the impact of dynamical variability, un-
certainties in derived trends arise from the formu-
lation of the regression model, the use of different 
proxies, and the time period of the trend (Knibbe et 
al., 2014; de Laat et al., 2015; Chipperfield et al., 2017; 
Weber at al., 2018). Other factors not incorporated in 
the purely statistical uncertainty range include possi-
ble drifts in the observational data sets (Hubert et al., 
2016), the procedures used to merge and homogenize 
data records from different instruments (e.g., Hassler 
et al., 2014; Frith et al., 2017), or the representative-
ness of sparse ground-based data particularly in light 
of changes to the structure of the vortex over time 
(Hassler et al., 2011a). 

Total Column Ozone

Total column ozone over Antarctica in springtime has 
increased since 2000 at a mean rate estimated to be 
between 5 and 10% decade−1, approximately equiva-
lent to 1–2 DU yr−1 (Knibbe et al., 2014; Solomon et 
al., 2016; Kuttipurath and Nair, 2017; Chipperfield et 
al., 2017; Weber et al., 2018; Pazmiño et al., 2018). 

Solomon et al. (2016) found a positive trend in total 
column ozone in the month of September over the pe-
riod 2000–2014 as measured by ozonesondes at South 
Pole of 2.5 ± 1.5 DU yr−1, and SBUV measurements 
over the polar cap (as available) of 2.5 ± 1.6 DU yr−1, 
with both ranges at the 90% confidence level. These 
results are in good agreement with Pazmiño et al. 
(2018) who derived total column ozone trends inside 
the Antarctic polar vortex ranging between 1.85 and 
2.67 DU yr−1 depending on the methods and data 
sets over the 2001–2016 period. Their trends are sta-
tistically significant at the 2σ level. Kuttippurath and 
Nair (2017) found a positive trend in September to 
November total column ozone of 1.72 to 1.80 ± 0.80% 
yr−1 (95% confidence level), depending on how the 
vortex is defined, over the period 2001–2013. The 
value of the calculated trend was not greatly sensitive 
to the choice of proxies.

Knibbe et al. (2014) derived a range of positive total 
column ozone trends depending on the inflection year 
in their piecewise linear trend (PWLT) analysis. Using 
2001 (i.e., the year with maximum EESC over the SH 
polar cap), they found an increase of 3.1 ± 5.8 DU yr−1 
for the period 2001–2010. The trend was, therefore, 
not statistically significant at the 95% confidence level. 

More recently, Chipperfield et al. (2017) and Weber 
et al. (2018) both derived independent linear trends 
(ILTs) for September in Antarctica. Chipperfield et al. 
(2017) calculated the September Antarctic (60°–90°S) 
trend from 2000 to 2015 to be 4.7 ± 9.1% decade−1 
using NASA SBUV data, while Weber et al. (2018), 
using five merged data sets from satellite and ground-
based observations, found the 2000–2016 trend in 
September across the five data sets ranged between 
8 to 10% decade−1 with a 2σ uncertainty of 7%. By 
contrast, the trend in October was only 3% decade−1 
and not statistically significant (Figure 4-15). The fact 
that these two studies used almost the same data sets 
and similar methods but determined different results 
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Table 4-1. Trends in a selection of metrics of Antarctic ozone in spring since 2000 (the year with maximum halo-
gen loading), derived from various data sets and using a variety of analysis methods. Box 4-1 gives descriptions 
of the methods used. Note that only a subset of the results for the polar regions of each study are shown, each 
of which also considered additional parameters not shown here.

Parameter Data Source Trend Confidence 
Level

Time
Period Method Reference

TOTAL COLUMN OZONE

Total column ozone
September–November
Antarctic 

MSR + 
SCIAMACHY 3.1 ± 5.8 DU year–1 ±2σ 2001–2010 MLR (PWLT) Knibbe 

et al. (2014)

Total column ozone
September 
South Pole

Total column ozone
September,
south of 63°S

Ozonesondes

SBUV

2.5 ± 1.5 DU year–1

2.5 ± 1.6 DU year–1

90% 2000–2014 Linear trend 
excluding 2002

Solomon 
et al. (2016)

Total column ozone
locations of Antarctic 
stations
September–November

TOMS/OMI 1.72-1.80 ± 0.8 
% year–1 95% 2001–2013 MLR (PWLT) with 

vortex filtering

Kuttipurath 
and Nair 
(2017)

Total column ozone
September, 60°–90°S NASA SBUV 4.7 ± 9.1 

% decade–1 ±2σ 2000–2015 MLR (ILT) Chipperfield
et al. (2017)

Total column ozone
September, 60°–90°S 

Merged
satellite data 
and WOUDC 

8.1–10.1 ± 7 
% decade–1 ±2σ 2000–2016 MLR (ILT) Weber 

et al. (2018)

Total column ozone
15 September–
15 October
Antarctic vortex

MSR-2 1.42 ± 0.92 DU
year–1 ±2σ 2001–2017 MLR (PWT) with 

vortex filtering
Pazmiño 
et al. (2018)

VERTICALLY RESOLVED OZONE

Ozone mixing ratio
September–November
Antarctic vortex

Ozonesondes 

Up to 8 % year–1, 
significant between 
325 and 550 K 
levels 

95% 2001–2013 MLR (PWLT) with 
vortex filtering

Kuttipurath 
and Nair 
(2017)

Ozone partial column
September 
South Pole, Syowa

Ozonesondes “Clear increase” 
from 100 to 50 hPa 90% 2000–2015 Linear trend 

excluding 2002 
Solomon 
et al. (2016)

OZONE HOLE METRICS

Ozone hole area
late September
in cold years

AURA-MLS
Smaller in 2008, 
2011 due to 
decreased Cly

— 2004–2012 Linear 
relationship

Strahan 
et al. (2014)

Ozone hole area
September TOMS/OMI –4.5 ± 4.1 

million km2 90% 2000–2015 Linear trend 
excluding 2002

Solomon 
et al. (2016)

Ozone hole mass 
deficit between 
days 220 and 280

MSR-2
+GOME-2

–0.77 ± 0.17 
Mt year–1 ±2σ 2000–2015

Linear trend 6 
warmest years 
filtered 

de Laat
et al. (2017) 

Ozone hole mass 
deficit
15 September–
15 October

MSR-2 –0.68 ± 0.37 
Mt year–1 ±2σ 2001–2017 MLR (PWT) with 

vortex filtering
Pazmiño 
et al. (2018)



Chapter 4 | Polar Stratospheric Ozone

4.32

reflects the uncertainty of the multiple linear regres-
sion method—in this case, the results show some 
sensitivity to the length of the time period and the 
treatment of the proxies.

Vertically Resolved Ozone

WMO (2014) reported the results of Hassler et al. 
(2011b) showing that ozone loss rates in springtime 
(measured by ozonesondes at South Pole between 100 
and 40 hPa) had reached a maximum in the period 
1991–1995 and had subsequently stabilized but had 

not shown any significant reduction between 2001 
and 2010. The additional years of observational data 
from ozonesondes (Solomon et al., 2016; Kuttipurath 
and Nair, 2017) and Aura MLS (Strahan and Douglass, 
2018) do now show evidence that Antarctic ozone 
within this height range has significantly increased 
since the year 2000.

Solomon et al. (2016) studied ozonesonde measure-
ments from Syowa and South Pole stations in the 
month of September. They found a statistically sig-
nificant increase in ozone over the period 2000–2015 

Box 4-1. Methods Applied to Calculate Polar Ozone Trends
•	 Linear Trend

Linear trends since the year 2000 were used by Solomon et al. (2016), with the extreme year of 2002 
filtered out. Similarly, de Laat et al. (2017) calculated a linear trend since 2000, after removing the six 
warmest years of the 1979–2015 record (1986, 1988, 2002, 2004, 2010, and 2012).

•	 MLR (Multiple Linear Regression)

Multiple linear regression is the most commonly used method to calculate the Antarctic ozone trend 
remaining after removing the influence of known sources of variability, such as eddy heat flux, solar 
variability, the Quasi-Biennial Oscillation (QBO), El Niño–Southern Oscillation (ENSO), and strato-
spheric aerosol loading. The significance of the resulting trend is sensitive to the choice of proxies used 
to represent physical processes, and the choices of spatial and temporal averaging and time period (de 
Laat et al., 2015). In previous Assessments, EESC was often used as a regressor variable.

•	 MLR with PWLT (Piecewise Linear Trends)

Following Kuttippurath et al. (2015), who warned that the fit of EESC to ozone time series was deter-
mined mostly by the years prior to turnaround, and therefore could result in an inaccurate recovery 
trend, fits to EESC are not used in this Assessment. Regression using PWLT instead fits two linear 
trends to the ozone time series before and after an appropriate “turnaround” year, usually either 2000 
or 2001. The trends are constrained to give a common value at the turnaround year. PWLT was used 
by Knibbe et al. (2014).

•	 MLR with ILT (Independent Linear Trends)

Independent linear trends differ from PWLT in that the two linear trends are not constrained to meet 
at a common value at the turnaround year. This introduces an additional degree of freedom to the 
regression. Both Chipperfield et al. (2017) and Weber at al. (2018) used ILT.

•	 MLR with PWT (Piecewise Trends)

The “modified PWLT” model used by Pazmiño et al. (2018) is similar to ILT, but instead joins the two 
linear trends with a parabolic curve. This allows an overall improved regression result, as EESC and 
ozone show a non-linear growth rate around the period of the EESC peak.
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between 100 and 50 hPa, approximately half the size 
of the decrease measured in Syowa at this height be-
tween 1980 and 2000 (Figure 4-16). Kuttipurath and 
Nair (2017) also found positive trends since 2001 re-
versing the pre-2000 vertically resolved trend using 
ozone profiles from ozonesonde stations distributed 
across Antarctica during the period 1979–2013 filtered 

according to their location as inside or outside of the 
Antarctic vortex at each altitude. For 2001–2013, they 
found the largest trends of up to 8% yr−1 around 15 
km, with trends being significant at the 95% confi-
dence level between approximately 12 and 22 km. 
Using simple linear trends without any dynamical or 
aerosol proxies gave similar results but increased the 
uncertainty of the trend, such that the trend was no 
longer significant over some of the height range. 

Ozone Hole Metrics

Three metrics that have been widely used for many 
years to report on the state of the ozone hole from 
year to year are shown in Figure 4-6—the daily 
ozone hole area averaged from 21 to 30 September, 
the average of daily minimum ozone values from 21 
September to 16 October, and the daily ozone mass 
deficit (OMD) averaged from 21 to 30 September. A 
fit of Antarctic EESC to each metric is also shown. 
It is apparent that all three metrics show a clear sta-
bilization after the year 2000 when Antarctic EESC 
is calculated to have peaked, with the OMD show-
ing both the greatest apparent turnaround since that 
date but also the largest variability. Note that in this 
figure, the fit has not taken into account dynamical 
variability, most evident for all three metrics in the 
year 2002 when the Antarctic vortex experienced an 
unprecedented major sudden stratospheric warm-
ing. Negative trends (that is, towards a smaller ozone 
hole) can now be seen in ozone hole area (Strahan et 
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Figure 4-15. Total ozone time series for (top panel) 
the Arctic (60°–90°N) in the month of March and 
(bottom two panels) for Antarctica (60°–90°S) in the 
months of September and October, derived from five 
long-term observational data sets: WOUDC (based 
on the GAW network of ground-based Dobson and 
Brewer instruments), SBUV 8.6 processed by NASA, 
SBUV 8.6 processed by NOAA, GOME-SCIAMACHY-
GOME-2(GSG) and GOME-type Total Ozone (GTO). In 
each panel, one data set has been chosen as labelled 
to show the results of applying a multiple linear 
regression with independent linear trends analy-
sis (orange). Regressor terms include the solar cycle, 
QBO, ENSO, volcanic aerosol, and the strength of the 
Brewer-Dobson circulation. From Weber et al. (2018).
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al., 2014; Solomon et al., 2016) and ozone hole mass 
deficit (de Laat et al., 2017) once temperature fluctu-
ations have been taken into account. The closeness 
with which particular ozone hole metrics follow the 
evolution of EESC varies with different choices of 
threshold and period of the year, due to saturation 
effects and, as already noted, the increased influence 
of dynamics in October compared to September 
(Solomon et al., 2016; Pazmiño et al., 2018).

Strahan et al. (2014) found that, comparing the ozone 
hole area in the very cold years of 2006, 2008, and 
2011, the progressive reduction in size was propor-
tional to declining EESC inferred from Aura MLS ob-
servations. Solomon et al. (2016) considered the size 
of the Antarctic ozone hole in September of each year, 
derived from TOMS/OMI data. From 2000 to 2015, 
the area decreased by 4.5 ± 4.1 million km2. 

The OMD between days 220 and 280 (from early 
August to early October) of each year was considered 
by de Laat et al. (2017) as derived from total column 
ozone measurements from multiple satellite instru-
ments. Including all years in the trend, the decrease 
from 2000 to 2015 was 0.52 ± 0.50 Mt yr−1. When ex-
cluding the six warmest years (1986, 1988, 2002, 2004, 
2010, and 2012) from the record in order to remove 

the largest fluctuations caused by meteorological vari-
ability, the OMD decreased by 0.77 ± 0.17 Mt yr−1 
(2σ). From 2000 to 2015, OMD defined in this way 
was estimated to have decreased about 30% from its 
peak value. Similar values were calculated using MLR 
with PWT (Box 4-1) by Pazmiño et al. (2018), who 
found a negative trend of OMD in September of 0.86 
± 0.36 Mt yr−1 since 2001, or 0.65 ± 0.33 Mt yr−1 if 
averaged over the period of maximum depletion, 15 
September to 15 October.

Attribution to Decline in EESC

Attributing the trends in Antarctic ozone discussed 
in the previous sections to a decline in stratospheric 
halogen abundances is challenging, as the trend in 
EESC is small compared to the large variability in Cly 
due to transport, as derived from Aura MLS measure-
ments between 2004 and 2012 (Strahan et al., 2014). 
Nevertheless, Strahan and Douglass (2018) using 
a longer Aura MLS data set until 2016, showed that 
vortex-averaged ozone loss (defined as the observed 
changes in partial column ozone between 261 and 12 
hPa from July to mid-September) decreased over the 
12-year data record because of the decline in lower 
stratospheric Cly levels. By analyzing ozone changes 
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Figure 4-16. Trends in ozonesonde data from Syowa (69°S, 39.58°E) and South Pole stations with years as 
marked, with shading indicating the 90% confidence interval. Overlaid are model results from the WACCM 
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over this seasonal average, dynamical contributions to 
ozone change are minimized. 

Further evidence of a response of Antarctic ozone to 
declining ODSs was given by Solomon et al. (2016) by 
comparing measurements with CCM sensitivity sim-
ulations with different specified forcings. They showed 
(using model runs that held the dynamical condi-
tions, temperatures, and volcanic aerosols constant 
at 1999 levels) about half of the lower stratospheric 
ozone increase in September observed between 2000 
and 2014 was due to halogen decrease, with the re-
mainder attributed to changes in dynamics and tem-
perature (Figure 4-16). Likewise, the model results 
suggest that about half of the total column increase in 
September observed over that period is due to declin-
ing ODS levels (~ +1.3 DU yr−1). The ozone hole was 
estimated to have decreased by 3.5 ± 0.3 million km2 
as the result of decreasing chlorine and bromine. 

Further, Solomon et al. (2017) analyzed the season-
ality of modeled and observed trends in Antarctic 
stratospheric ozone and stratospheric temperatures. 
The changes observed prior to 2000 were followed 
by oppositely signed changes after 2000 very simi-
larly patterned in terms of season and altitude. These 
“mirrored” changes were largely able to be replicat-
ed by CCM runs only when forced with measured 
ODS levels, with a relatively small role being played 
by unforced dynamical changes. This finding is sup-
ported by de Laat et al. (2017) who found in their 
analysis of OMD in multi-sensor reanalysis (MSR) 
data that the ratio of pre- and post-2000 trends in 
OMD matched those in Antarctic EESC, seconded 
by regression results suggesting long-term chang-
es in PSC volume and pre-winter ozone levels had 
played only minimal roles.

Modeling results (Solomon et al., 2017; Randel et 
al., 2017) suggest that observed changes in Antarctic 
ozone have significantly contributed to the observed 
cooling in Antarctic stratospheric springtime tem-
perature from 1979 to the late 1990s and the subse-
quent warming trend to the present time. A compo-
nent of the temperature variability discussed in the 
context of detecting ozone recovery should therefore 
be considered a feedback from EESC changes rather 
than being purely unforced. 

4.4.2.3	Summary

While in the prior Assessment only two to three stud-
ies claimed to have found early signs of Antarctic 
ozone recovery, a number of studies has been present-
ed since then. These used various new merged data 
sets and observations, including four more years since 
WMO (2014), as well as chemistry–climate model 
simulations to attribute the observed changes. 

It is noteworthy that independent of the data set, time 
period, and analysis method, all studies derive trends 
in different metrics of Antarctic ozone of the same 
overall sign; i.e., they all show increasing total column 
ozone and ozone in the lower stratosphere, decreas-
ing ozone hole area, and decreasing ozone mass defi-
cit since about 2000 in Antarctic springtime. Some 
trends are statistically significant at the 2σ level, while 
others are either barely significant or not significant 
for various reasons, with differences arising for ex-
ample from the applied regression model or the time 
period. However, it was found that the significance of 
the derived trends rises for the month of September 
when dynamical activity of the Antarctic polar vortex 
is small and chemical ozone depletion not saturated 
as in October. Particularly in the month of September, 
several metrics of Antarctic ozone have shown signifi-
cant reductions of depletion in the years following the 
peak in EESC. By employing model simulations or 
other means, it has been shown that a portion of the 
positive trend in ozone can now be attributed to de-
clining ODS levels. Therefore, it can now be conclud-
ed that the early signs of the second stage of Antarctic 
ozone recovery are becoming apparent. 

4.4.3	 Long-Term Arctic Ozone Trend

As stated in previous Assessments, detection of 
ozone recovery in the Arctic is much more difficult 
than the Antarctic, chiefly because of the much larger 
dynamical variability. Knibbe et al. (2014) analyzed 
spatial variations in monthly total column ozone for 
the period 1979–2012 in the Arctic but did not find 
any trend. Solomon et al. (2016) did not find statis-
tically significant trends in springtime Arctic SBUV 
data (63°–90°N) for the period 2000–2014, with their 
model results suggesting the small positive trend ex-
pected from EESC decline is currently overwhelmed 
by dynamical effects. The study of Weber et al. (2018) 
described above found trends in the Arctic in March 



Chapter 4 | Polar Stratospheric Ozone

4.36

were less than 1% decade−1 and not significant 
(Figure 4-15). 

4.4.4	 Benefits Achieved by the 
Montreal Protocol

By comparing model simulations using an uncon-
trolled growth of ODSs (unaffected by the Montreal 
Protocol) with simulations using ODS mixing ratios 
controlled by the Montreal Protocol, it is possible to 
identify how polar ozone would have developed in 
a “world avoided” with continuously growing ODS 
abundances. Moreover, the extent to which the polar 
ozone layer has already (in the recent past) benefited 
from the Montreal Protocol can be derived. CCM sim-
ulations assuming either a total chlorine loading of 9 
ppbv for ~2025 or a growth rate of 3% yr−1 (leading to 
9 ppbv in 2019) showed that uncontrolled growth in 
the emissions of ODSs would lead to ozone depletion 
in the coming decades much larger than projected 
for a controlled chlorine loading (Morgenstern et al., 
2008; Newman et al., 2009; WMO, 2011; Garcia et al., 
2012). 

Chipperfield et al. (2015) used a state-of-the-art 3D 
chemistry transport model to investigate a “world 
avoided” scenario, comparing a simulation based on 
observed atmospheric ODS loading to one in which 
continued growth in ODS production of 3% yr−1 
after 1987 is assumed (Figure 4-17). In Arctic winter 
2010/2011, when the OMI satellite instrument shows 
a local ozone column of around 230 DU, the integra-
tion without Montreal Protocol regulation indicates a 
greatly reduced ozone column below 120 DU (Figure 
4-17e). On 26 March 2011, a region of relatively low 
column ozone (250–275 DU) emerges in the obser-
vations (Figure 4-17a) and the model run with ob-
served ODSs (Figure 4-17b). With the “world avoid-
ed” scenario, however, a further dramatic decrease in 
column ozone by up to 130 DU over a wide region 
of the Arctic occurs. Without the Montreal Protocol, 
a deep Arctic ozone hole would have developed in 
2011 (Figure 4-17c). The Antarctic ozone hole would 
have been 40% larger by 2013 (with enhanced loss 
at subpolar latitudes) and longer-lived each year. 
Smaller Arctic ozone holes would have become a reg-
ular occurrence as chemical ozone depletion would 
have a stronger effect on Arctic ozone in spring than 
dynamic variability.

4.5	 FUTURE CHANGES IN POLAR OZONE

This section discusses the future evolution of polar 
ozone as projected by new chemistry–climate model 
(CCM) simulations coordinated within the IGAC/
SPARC Chemistry-Climate Model Initiative CCMI 
(Eyring et al., 2013a). The CCMI model data set 
provides an update of previous ozone projections 
obtained from the second phase of the SPARC 
Chemistry-Climate Model Validation (CCMVal, re-
ferred to as CCMVal-2; SPARC CCMVal, 2010) activ-
ity that formed the basis of projections of future ozone 
for the prior two Assessments (WMO, 2011; 2014). 

4.5.1	 New Ozone Projections from 
Chemistry–Climate Models

As a result of continuing global CCM activities, new 
model simulations have been produced. The major-
ity of CCMs that participated in CCMI had already 
been part of CCMVal-2; many of these models 
have been further refined since the earlier activity. 
Improvements of some of the CCMI models com-
pared to their CCMVal-2 versions include

•	 more detailed chemistry schemes, with enhanced 
tropospheric chemistry, a more consistent repre-
sentation of sulfate surface area densities, and the 
consideration of the effects of naturally produced 
very short-lived (bromine) substances (VSLSs) on 
ozone depletion, and

•	 interactive coupling of the atmosphere-only 
CCMs to deep-ocean models, hence improv-
ing the representation of climate feedbacks 
in particular (as in ‘classical’ Coupled Model 
Intercomparison Project Phase 5 (CMIP5)-type 
climate models). 

A detailed overview of the applied CCMs includ-
ing model expansions and improvements since 
CCMVal-2 is given in Morgenstern et al. (2017). 

The performance of the previous CCM generation 
that provided the ozone projections for the prior two 
Assessments has been evaluated in detail within the 
SPARC CCMVal activity. SPARC CCMVal (2010) 
compared the quality of the dynamics and transport, 
as well as of the radiation and chemistry schemes, 
and offered a useful baseline for evaluating the results 
of later model studies. So far, a similar coordinated 
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Figure 4-17. Evolution of column ozone in the Arctic from satellite observations and model simulations for 
winter 2010/2011. Column ozone (DU) on 26 March 2011 (a) observed by OMI, (b) from model run with ODSs 
controlled by the Montreal Protocol (MP), and (c) from model run with uncontrolled ODSs (NoMP) (with the 
220 DU contour indicated in white). (d) Difference in column ozone between runs NoMP and MP. (e) The daily 
minimum ozone column in the Arctic region (latitude >45°N) from mid-2010 to mid-2011 as observed by the 
Ozone Monitoring Instrument (OMI) (black points), along with equivalent model results from run MP (blue) 
and run NoMP (red). From Chipperfield et al. (2015).
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evaluation has not been completed for the current 
CCM versions, though a large number of analyses 
of the CCMI models focusing on different topics is 
underway (e.g., Wales et al., 2018; Dietmüller et al., 
2018) A comprehensive comparison of ozone return 
dates in the CCMI, CMIP5, and CCMVal-2 simula-
tions is presented in Dhomse et al. (2018).

A suite of CCMI simulations has been performed 
by the modeling groups using a standard set of spe-
cific forcings according to the recommendations in 
Eyring et al. (2013a); the relevant simulations and 
forcings for this Assessment are summarized in Box 
3-2, “Modeling past and future changes in ozone: 
Model heritage and application”. The most probable 

projections of the future evolution of polar ozone rely 
on the reference simulations (REF-C2) that are driven 
by an assumed decline of ODSs (WMO, 2011), the ef-
fects of brominated VSLSs, and a concurrent increase 
in GHG concentrations according to the RCP-6.0 
scenario (Meinshausen et al., 2011). Sensitivity (SEN) 
simulations address the uncertainty of polar ozone 
recovery induced by different GHG scenarios and 
the attribution of ozone recovery to future changes in 
ODSs and GHGs. 

As a novel aspect of CCMI, CCM simulations with 
specified dynamics (SD) have been performed for 
the historical period (1960–2010). The setup of these 
REF-C1SD simulations is specified in Box 3-2. The 
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Figure 4-18. Multi-model mean (MMM1S) total column ozone time series (in Dobson Units, DU) from 
CCMI REF-C1 (light blue), REF-C1SD (green) and REF-C2 (red) simulations for the (left) SH polar (October) 
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adjusted with respect to mean 1980–1984 observations. Also shown are the merged SBUV observations. 
From Dhomse et al. (2018).
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dynamics in the REF-C1SD simulations are adjusted 
(“nudged”) towards observations or reanalysis data 
that represent the observed dynamical behavior of the 
atmosphere. Through the nudging, the model dynam-
ics in the REF-C1SD simulations are forced to closely 
follow observed dynamical variability from year to 
year. These simulations thus provide realistic vari-
ability in the transport of chemical compounds and 
temperatures, in contrast to free-running CCMs that 
develop their own internal dynamical variability. The 
REF-C1SD runs therefore allow for a more detailed 
evaluation of the chemical processes (e.g., Solomon 
et al., 2015). A comparison of the REF-C1SD results 
with those from free-running REF-C1 simulations 
also helps to identify inaccuracies in the representa-
tion of dynamical processes in CCMs.

Figure 4-18 presents the multi-model mean 
(MMM1S) total column ozone time series from the 
REF-C1 (light blue) and REF-C1SD (green) simula-
tions. MMM1S results represent the mean of the mod-
els that lie within one standard deviation (1σ) of the 
multi-model mean (MMM). Time series are shown 
for the unadjusted multi-model means (MMM1S) of 
the REF-C1, REF-C1SD, and REF-C2 simulations (top 
row) and the same MMM1S adjusted with respect 
to the mean 1980–1984 observations (bottom row) 
in Antarctic October (left) and Arctic March (right) 
(for more details see Dhomse et al., 2018). The top 
panels demonstrate that, as expected, the REF-C1SD 
simulations (i.e., in which the models are nudged 
towards analyzed meteorology) better reproduce the 
observed evolution of total column ozone than the 
REF-C1 simulations (i.e., the free-running CCMs). 
Both sets of simulations show the decline of the total 
ozone column until about the year 2000 in spring of 
the Northern and Southern Hemispheres. The REF-
C1SD runs, however, better capture the observed 
year-to-year variability. Due to the averaging of indi-
vidual model results, enhanced total ozone variability 
is suppressed in the MMM1S of the REF-C1SD simu-
lations, as for example in the Arctic around the turn of 
the century and in the Antarctic during the following 
decade. Nevertheless, with constrained dynamics, the 
CCMs perform well in simulating the ozone evolution 
in the Antarctic and Arctic, giving confidence that the 
basic chemical processes and the ozone response to 
long-term ODS changes are understood. 

4.5.2	 Long-Term Projections 
of Polar Ozone

This section focuses on the future evolution of 
Antarctic and Arctic polar ozone projected by state-
of-the-art CCMs following the best estimates of future 
decline in ODSs and increase in GHG concentrations. 
For this purpose, the CCMI REF-C2 simulations are 
analyzed for which the medium RCP-6.0 GHG sce-
nario has been prescribed. Apart from refinements of 
the models, the experimental setup differs from the 
projections shown in WMO (2011) and WMO (2014) 
due to updates in the ODS and GHG scenarios (see 
also Box-3-3, “Ozone Return Dates”) and the consid-
eration of brominated VSLSs. The potential implica-
tions of these changes on the ozone return to histori-
cal values will be discussed in Section 4.5.4.

4.5.2.1	Future Antarctic Spring 
Total Column Ozone

Figure 4-18 (left) shows the future evolution of total 
column ozone (TCO) in the Antarctic (60°–90°S) in 
October for the multi-model mean of the REF-C2 
simulations (red lines in Figure 4-18) from 20 CCMs 
(Dhomse et al., 2018). In the past (1960–2010), the 
multi-model mean (MMM1S) TCO shows good 
agreement with observations including the strong 
decrease of Antarctic ozone in the 1980s and early 
1990s. A broad TCO minimum occurs around the 
year 2000. It is about 80 DU lower than the 1980 value, 
confirming the results presented in WMO (2011). In 
the future, the ozone hole will recover and a return of 
TCO to values of the year 1980 is expected to occur 
shortly after mid-century (between 2055 and 2066). 
Compared to the last Assessments (WMO, 2011, 
2014), the current estimate is postponed by about 10 
years. The previous earliest and latest projected return 
dates of Antarctic TCO (referring to the 1980 level) 
in October are also delayed by about 5 years (see also 
Figure 4-22). Possible reasons for these discrepancies 
are discussed in Section 4.5.4. 

4.5.2.2	Future Arctic Spring Total 
Column Ozone

The temporal evolution of Arctic spring TCO derived 
from the CCMI simulations is presented for March 
in Figure 4-18 (right). It shows the TCO MMM1S 
(60°–90°N) until 2100 derived from the REF-C2 
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simulations (red lines in Figure 4-18) of 20 CCMs 
(Dhomse et al., 2018). Again, model results repre-
senting the past are indicating qualitative agreement 
with observations concerning the long-term be-
havior, although the strong decrease of TCO in the 
1990s, particularly in the years after the eruption of 
Pinatubo, is underestimated by the MMM1S. In the 
future, a return to TCO values of 1980 is expected 
before mid-century (between 2025 and 2043). Hence, 
the new projections suggest a return date for Arctic 
spring TCO that is delayed by 4 years compared to 
the CCMVal-2 estimate (WMO, 2011; 2014) (see also 
Figure 4-22). The range of potential TCO return dates 
is broader in the CCMI models, extending from 2025 
(as for the CCMVal-2 models) to 2043, i.e., 8 years 
later than the CCMVal-2 models. 

4.5.3	 Factors Controlling 
Future Polar Ozone

4.5.3.1	Changing Roles of ODSs and GHGs

Whereas ODSs are expected to continue to decrease 
due to the controls of the Montreal Protocol, GHG 
concentrations are expected to continue to rise. 
Hence, the relative effects of ODSs and GHGs on 
polar ozone will change with time. For the most likely 
scenario of future ODS and GHG changes (i.e., REF-
C2) the models project a return of TCO to historical 
values in the coming decades (see Figure 4-18). In 
this section, CCMI sensitivity simulations with sep-
arated forcings are discussed in order to disentangle 
the individual impacts of the ODS and GHG changes 
on the evolution of ozone. 

In simulations with constant ODSs between 1960 
and 2100 and growing GHG abundances (i.e., SEN-
C2-fODS simulations), Antarctic total column ozone 
(TCO) in October shows only a small, non-signifi-
cant positive long-term trend with weak year-to-year 
variations (Figure 4-19, top panel). A slight ozone 
increase after the middle of the 21st century results 
from stratospheric cooling forced by rising GHG 

Figure 4-19. Temporal evolution of multi-model 
means (MMM1S) of total column ozone (in Dob-
son Units, DU) derived from REF-C2 (red), SEN-
C2-fODS (brown), and SEN-C2-fGHG (green) 
CCMI scenario calculations for Antarctic spring 
(October, top panel) and Arctic spring (March, 
bottom panel). SEN-C2-fODS simulations use 
fixed ODS levels of the year 1960, while SEN-C2-
fGHG simulations use fixed GHG levels of the 
year 1960. Black triangles indicate observations 
derived from SBUV MOD data. The black dashed 
lines denote the 1960 reference values for each 
region. Adapted from Dhomse et al. (2018).
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concentrations. When GHGs are held constant at 
their 1960 values but ODSs vary according to the pre-
scribed reference scenario (i.e., SEN-C2-fGHG sim-
ulations), the evolution of TCO closely follows that 
of the REF-C2 reference simulation. After the middle 
of the century, the GHG effect in the REF-C2 simula-
tions accelerates Antarctic ozone recovery and leads 
to about 10 DU higher TCO around 2100 than with 
constant 1960 GHG concentrations. Hence, the evo-
lution of the ODSs exerts the dominant influence on 
Antarctic TCO change modulated by a minor effect 
of GHGs in the second half of the century. Although 
the GHG effect strengthens Antarctic ozone recov-
ery from ODSs, the 1960 baseline value will not be 
reached by the year 2100.

In Arctic spring, TCO gradually increases with time 
in the SEN-C2-fODS simulation with constant 1960 
ODS levels (Figure 4-19, bottom panel). This ozone 
increase is caused by rising GHG concentrations 
which (a) cool the stratosphere, thereby reducing 
chemical gas-phase ozone depletion and (b) strength-
en the Brewer-Dobson circulation (BDC) leading to a 
growing poleward and downward transport of ozone 
in Arctic spring (e.g., Oman et al., 2010; Oberländer 
et al., 2013). When prescribing GHG values for the 
1960s (i.e., in SEN-C2-fGHG) throughout the whole 
projection, TCO closely follows the values of the REF-
C2 reference simulation until about 2020. Afterwards, 
TCO in the simulation with constant 1960 GHG 
concentrations gradually approaches its 1960 values 
until the end of the 21st century, in contrast to the 
reference simulation where the rising GHG abun-
dances induce an additional ozone increase, as de-
scribed above. Hence, as in the Antarctic, the ODSs 
have been the primary driver of observed Arctic TCO 
trends in the past. However, in contrast to Antarctica, 
changes in GHGs will exert the dominant control over 
Arctic ozone distributions by the late 21st century. As 
demonstrated in CCM sensitivity studies with speci-
fied single or combined forcings (Rieder et al., 2014; 
Douglass et al., 2014; Kirner et al., 2015b; see also 
Section 4.5.3.2), past ODS changes mainly affected 
Arctic lower stratospheric ozone, while changes of 
GHG concentrations mainly affect the upper strato-
sphere. In addition, the growing GHG abundances 
in the REF-C2 scenario drive a stronger transport of 
ozone into the Arctic stratosphere. In total, whereas 

the decline in ODSs allows TCO to recover towards 
its 1960 baseline in the Arctic, the concurrent increase 
in GHGs induces not only an earlier return of Arctic 
TCO to its 1960 baseline value (in the 2040s for the 
REF-C2 MMM1S) but also a further TCO increase by 
about 20 DU by the end of the century. 

These results reinforce the major findings of Eyring 
et al. (2010a) which were based on similar sensitivi-
ty simulations from a limited number of CCMVal-2 
models. The additional CCMI simulations thus en-
hance the confidence in the models’ responses to 
changing ODS and GHG concentrations. 

4.5.3.2	Dynamic Variability in Arctic Spring

Particularly in the Arctic, CCM results show that the 
role of dynamical processes for determining spring-
time ozone will increase in the future. Individual 
CCM simulations indicate that even after 2040, when 
Arctic ozone is expected to have increased due to 
the effects of declining ODSs and rising GHGs, early 
springtime Arctic total column ozone can episodical-
ly drop by about 50 to 100 DU below the long-term 
mean for that period, reaching stratospheric ozone 
values characteristic of the near-present-day average 
ozone level (e.g., Langematz et al., 2014; Bednarz et 
al., 2016). This is due to the large year-to-year vari-
ability of the Arctic polar vortex. In the presence of a 
very cold, strong, and persistent polar vortex in late 
winter and early spring (as observed during March of 
1997, 2011, and 2015), enhanced formation of polar 
stratospheric clouds (PSCs), and elevated halogen-in-
duced ozone losses well above the long-term mean 
continue to occur. Together with reduced poleward 
transport of ozone, these factors contribute to the low 
total column ozone values as for instance measured in 
spring 1997. 

For the future, CCM studies project a significant cool-
ing trend in the Arctic winter mid- and upper strato-
sphere due to enhanced GHG concentrations (e.g., 
Oberländer et al., 2013; Rieder et al., 2014). There is, 
however, less confidence in the projected tempera-
ture trends in the Arctic lower stratosphere (e.g., 
Langematz et al., 2014; Rieder et al., 2014; Bednarz et 
al., 2016). Langematz et al. (2014) found in their CCM 
study that rising GHG concentrations lead to a cool-
ing of the Arctic lower stratosphere in early winter. 
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However, their model did not show any significant 
temperature changes in late winter or spring. Neither 
was a statistically significant increase in the volume 
of PSCs (VPSC), a temperature-dependent metric that 
is linearly correlated with wintertime chemical ozone 
loss (Rex et al., 2004), found throughout the 21st cen-
tury. Nevertheless, CCM projections suggest the pos-
sibility that in the presence of a cold and strong polar 
vortex higher VPSC and halogen-induced ozone losses 
may occur in individual Arctic winter/spring seasons 
until the middle of the 21st century (Langematz et 
al., 2014) or even into the second part of the century 
(Bednarz et al., 2016). 

4.5.3.3	The Role of GHG Scenarios

As discussed in the previous sections, rising GHG 
concentrations influence the future recovery of strato-
spheric polar ozone. Ozone is not only affected by 
carbon dioxide (CO2) through cooling of the upper 
stratosphere and modifying ozone transport but also 
by the GHGs methane (CH4) and nitrous oxide (N2O) 
through both radiative and chemical effects (Chapter 
2 in WMO, 2014). Therefore, a projection of the return 
of ozone to a historical baseline will depend on the 
specific GHG scenario. Three different climate change 
scenarios (representative concentration pathways, 
RCPs, Meinshausen et al., 2011), i.e. RCP-4.5, RCP-
6.0 (= REF-C2), and RCP-8.5 have been discussed in 
Dhomse et al. (2018). Note that the modest RCP-2.6 
scenario was not included in the analysis because the 
number of model realizations for this scenario was 
too low. In Figure 4-20 the total column ozone (TCO) 
(top row) as well as the partial column ozone (PCO) 
for the upper (second row) and lower stratosphere 
(third row) and the troposphere (bottom row) are 
presented for the subset of CCMI models that carried 
out simulations with different RCPs. 

In Antarctic spring (October) (left column in Figure 
4-20) slight differences between the RCPs begin to 
emerge in the upper stratosphere (US) and the tropo-
sphere in the middle of the century. In the US, ozone 
directly responds to the RCP scenario with the small-
est ozone increase in the RCP-4.5 scenario and the 
largest ozone increase in RCP-8.5. In the RCP-8.5 sce-
nario, the GHG-induced cooling is most pronounced, 
and subsequently, the temperature-dependent reduc-
tion in chemical ozone depletion strongest. All RCP 
scenarios project higher US partial ozone columns 

by the end of the century than existed in the US be-
fore the start of ODS-induced ozone depletion. In the 
troposphere, the assumed strong increase in CH4 of 
the RCP-8.5 scenario will enhance ozone production 
more than in the other scenarios. No significant dif-
ferences between the RCPs appear, however, in the 
lower stratosphere (LS). The projected warming of the 
Antarctic LS in spring, particularly in the first half of 
the 21st century when the ozone hole starts to dimin-
ish (see Figure 5-8 in Chapter 5 of this Assessment), 
more than offsets a potential GHG-induced cooling 
(leading to heterogeneous ozone depletion). When in-
tegrated over the layers, TCO in Antarctic spring does 
not reveal significant differences between the GHG 
scenarios throughout the century. In the US, where 
ozone differences by the RCPs are most pronounced, 
PCO returns earlier to its 1980 values than TCO. 
However, differences in the US PCO return dates be-
tween the RCPs are not significant. As discussed in 
the previous section, ODSs are the dominant driver of 
ozone recovery in the South Polar lower stratosphere, 
even with more extreme future GHG abundance.

In Arctic spring, the effects of the extreme RCP-8.5 
scenario become progressively more important for 
TCO and the stratospheric and tropospheric PCOs 
in the second half of the century (Figure 4-20, right 
column). While the stratospheric cooling in the 
RCP-8.5 scenario drives the stronger increase of US 
PCOs, the LS ozone growth is related to the projected 
strengthening of the Brewer-Dobson circulation with 
enhanced ozone transport into the LS. Tropospheric 
ozone increase is strongest in the RCP-8.5 scenario 
due to steadily rising levels of atmospheric CH4 that 
reach 3.7 ppm by the end of the century. Adding the 
ozone changes in the different atmospheric layers 
yields higher TCO for the RCP-8.5 scenario compared 
to the more moderate scenarios. In the second half of 
the 21st century, the impact of GHGs is the dominant 
driver of stratospheric ozone changes. For all GHG 
scenarios, a “super-recovery” of Arctic spring TCO 
(i.e., an ozone increase above its concentrations in the 
1960s and 1970s, when anthropogenic ozone deple-
tion started) is projected. By 2100, the Arctic spring-
time stratospheric ozone column is expected to exceed 
1960–1980 average values by about 35 DU for RCP-4.5 
and about 50 DU for RCP-8.5 (Dhomse et al., 2018).

The different hemispheric sensitivity of future polar 
TCO to the climate change scenario was also found 
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in analyses of the CMIP5 model subset with interac-
tive chemistry (e.g., Eyring et al., 2013b), as well as in 
the ACCMIP model ensemble (Iglesias-Suarez et al., 
2016). In the CCMI projections, however, the influ-
ence of the RCPs on TCO starts later in the century, 
and the TCO spread between RCPs is smaller than for 
the CMIP5 models in both hemispheres.

The RCP scenarios consist of projected concentration 
changes for a number of GHGs (most importantly 
CO2, CH4, and N2O), which all have similar radiative 

effects, but differ in their chemical effects on ozone. 
As discussed previously, during the latter half of the 
21st century, as ODS concentrations are expected 
to decline, GHGs become more relevant for ozone. 
Model studies indicate that in particular the future 
CO2, N2O, and CH4 will have significant impacts on 
global total ozone (e.g., Fleming et al., 2011). The 
quantification of the net impact of these gases on fu-
ture polar ozone is complicated by competing effects: 
Increasing N2O concentrations will produce more 
NOy and enhance ozone depletion, thereby reducing 
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Figure 4-20. (top) Evolution of total column ozone (in Dobson Units, DU) MMM1S for the CCMI REF-C2 
simulation (red lines) and the CCMI RCP scenario simulations SEN-C2-RCP45 (blue-green lines) and SEN-C2-
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(bottom). For comparison the respective total and partial ozone columns are shown. The black dashed lines 
denote the 1980 reference values for each region and layer. Adapted from Dhomse et al. (2018).
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the ozone increase due to CO2-induced cooling and 
increases in CH4 (Oman et al., 2010; Revell et al., 
2012). However, ozone depletion by NOy is less effec-
tive with decreasing temperature in the middle and 
upper stratosphere (Rosenfield and Douglass, 1998). 
In addition, chemical feedback processes reduce the 
efficiency of increasing N2O to deplete ozone, as with 
increasing CO2, less NOy is produced (e.g., Portmann 
et al., 2012; Stolarski et al., 2015). Nevertheless, Revell 
et al. (2015) show that the ozone depletion potential 
(ODP) of N2O for the year 2100 varies under different 
scenarios and is mostly larger than for the year 2000. 
Butler et al. (2016) describe how mitigation strategies 
may be adapted to the evolution of the individual 
gases: if reductions of CO2 and CH4 concentrations 
to RCP-2.6 levels (a low emissions scenario) could be 
achieved by the end of the 21st century, no super-re-
covery of stratospheric ozone is expected and N2O 
mitigation would become important to avoid further 
ozone depletion. On the other hand, if CO2 and N2O 
were reduced to RCP-2.6 levels but CH4 concentra-
tions increased, stratospheric ozone would increase 
toward historical levels and large increases in global 
tropospheric ozone would be expected. 

4.5.3.4	The Role of VSLSs

Since the last Assessment, considerable progress 
has been made in implementing the effects of bro-
mine-containing very short-lived substances (VSLSs) 
on ozone (see also Section 4.3.3) into CCMs. Model 
simulations show clear signatures of brominated 
VSLSs in stratospheric ozone (e.g., Hossaini et al., 
2015a; Sinnhuber and Meul, 2015; Oman et al., 2016; 
Fernandez et al., 2017; Falk et al., 2017). Brominated 
VSLSs are projected to affect the Antarctic ozone hole 
area and depth until about the middle of the century 
(Fernandez et al., 2017). As the abundance of long-
lived halogens declines, the relative importance of bro-
minated VSLSs regarding ozone reduction is predicted 
to increase in the coming decades and surpass ozone 
destruction by chlorine by about 2070 (Fernandez et 
al., 2017). However, as the depletion of stratospher-
ic ozone due to brominated VSLSs depends also on 
the availability of chlorine, the impact of bromine on 
stratospheric ozone will continuously fade. Therefore, 
Fernandez et al. (2017) do not find a significant change 
in the return date of Antarctic ozone to 1980 values. 
This result is in contrast to model projections by Yang 

et al. (2014) and Oman et al. (2016) which show that 
active bromine from VSLSs is expected to delay the 
return of TCO to historical values by about 6–8 years 
(Yang et al., 2014) to a decade (Oman et al., 2016). The 
differences between these projections may be due to 
the applied models, the number of model realizations, 
or the specifications of future VSLSs. Hence more 
model studies are needed for a robust projection of 
the effect of brominated VSLSs on the Antarctic ozone 
return date.

As discussed in WMO (2014), increasing emissions 
of synthetic, chlorine-containing VSLSs, in particular 
dichloromethane (CH2Cl2), represent another, more 
recently detected component of VSLSs that affects 
polar ozone. Recent observations indicate that the at-
mospheric concentration of dichloromethane (which 
is not controlled by the Montreal Protocol) is grow-
ing (see Chapter 1 for further details). Using CTM 
and CCM simulations, Hossaini et al. (2017) showed 
that the impact of dichloromethane on stratospher-
ic ozone has clearly increased in recent years from a 
relative ozone decrease by dichloromethane of 3 DU 
in 2010 to 6 DU in 2016. Assuming a continuous in-
crease of dichloromethane in coming decades at the 
mean rate observed over the 2004–2014 period, they 
found a delay of the return of Antarctic ozone to the 
1980 baseline by nearly 20 years compared to a sim-
ulation without CH2Cl2 abundance (Figure 4-21). 
A sustained future increase in atmospheric concen-
trations of dichloromethane would therefore further 
slow the recovery of the Antarctic ozone hole. The fu-
ture evolution of dichloromethane is however uncer-
tain, given its recent decline in growth rate between 
2014 and 2016 (see Chapter 1).

While the above cited studies have clearly shown that 
brominated and chlorinated VSLSs have a significant 
impact on stratospheric polar ozone, their conse-
quences for the return dates of polar ozone to histor-
ical baseline values will depend on the future abun-
dances of VSLSs in the atmosphere and are therefore 
uncertain, as addressed in more detail in Section 
4.5.4.2. 

4.5.4	 Uncertainty in Polar 
Ozone Projections 

Future ozone projections are affected by uncertainty 
due to internal variability of the atmosphere, structural 
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uncertainty due to differences between models and 
uncertainty in the future scenarios for ODSs and 
GHGs (see also Box 3-3). The role of internal dynam-
ical variability in particular for Arctic polar ozone has 
been addressed in Section 4.3.4. In the following, the 
aspect of model uncertainty will be revisited for the 
new CCMI model simulations (Section 4.5.4.1) and 
the new ozone return dates will be discussed in the 
context of the ODS and GHG scenarios used (Section 
4.5.4.2). 

4.5.4.1	Model Uncertainty

As discussed in Section 4.5.1, CCMs differ in their 
treatment of the relevant physical, dynamical, and 
chemical processes. The broad range of total column 
ozone projections in the new CCMI simulations 
could be a result of the enhanced complexity of the 
applied CCMs. Most of the models participating in 
CCMI have been improved since CCMVal-2, being 
now more physically based, with enhanced resolu-
tion and more frequently coupled to ocean models, 
which leads to enhanced diversity in model results 
(Morgenstern et al., 2017). 

In particular, the responses in total column ozone of 
the CCMI models to anthropogenic forcings, such as 
changes in ODSs and GHGs, were found to be less 
consistent across the different CCMs than those of the 
ozone profiles (Morgenstern et al., 2018). The likely 
cause of this is lower-stratospheric transport and 
dynamical responses, such as in the Brewer-Dobson 
circulation, exhibiting substantial inter-model differ-
ences. Good agreement of CCM results was found in 
the middle and upper stratosphere. Obvious differ-
ences were identified particularly in the troposphere, 
possibly caused by differences in the formulation and 
complexity of the tropospheric chemistry modules 
used in the CCMs. 

These conclusions are confirmed by Dhomse et al. 
(2018) who investigate ozone recovery of partial 
columns in the lower stratosphere (LS, from the tro-
popause up to 10 hPa) and in the upper stratosphere 
(US, at 10 hPa and lower pressures) from 14 individ-
ual CCMI models. In the LS, where ozone has a long 
photochemical lifetime, the adjusted results from 
the CCMs show clear differences among the models 
in the polar regions. This suggests issues with the 
descriptions of dynamical (transport) and chemical 

Figure 4-21. Future impact of growth in dichloromethane (CH2Cl2) on Antarctic column ozone and ozone 
trend derived from a CCM study. Results are shown for two UMSLIMCAT simulations: one run without 
CH2Cl2 and another where surface CH2Cl2 concentrations continue to increase at the mean rate observed 
over the 2004–2014 period. The figure shows the temporal evolution of October mean Antarctic strato-
spheric ozone column (in Dobson Units, DU) relative to 1980. While interannual variability is large, the 
two ozone time series are statistically different at the 95% significance level according to a Student’s 
t-test (Pvalue = 0.02). Ozone returns to the 1980 baseline in the year 2064 (without CH2Cl2; black line) and 
in 2081 (with CH2Cl2; gold line). Adapted from Hossaini et al. (2017).
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(heterogeneous chemistry) processes due to tempera-
ture biases in the CCMs. For the upper stratosphere, 
ozone in the polar regions behaves more similarly 
in the different models, as dynamical processes are 
less important for ozone, while the feedback of tem-
perature changes on ozone becomes more important 
(Haigh and Pyle, 1982). 

A further source of uncertainty in the CCMI ozone 
projections lies in existing uncertainties of rate con-
stants for the N2O and CH4 reactions, which have 
been reassessed recently (SPARC, 2013). The CCMI 
models generally used the kinetic rate constants rec-
ommended at the time of the simulations (Sander 
et al., 2011). However, using updated estimates of 
kinetic and photochemical parameters, Fleming et 
al. (2015) report that uncertainties in the commonly 
used recommendations for the rates of chemical loss 
processes of N2O and CH4 lead to a substantial range 
in model ozone, both for present day and long-term 
projections of future ozone recovery. For October SH 
polar ozone, the largest uncertainty is due to the Cl + 
CH4 reaction, which impacts the amount of chlorine 
in reservoir versus radical forms, resulting in a total 
ozone range of ±6% for present day chlorine loading. 
However, this range will diminish to less than ±1% by 
2100 as atmospheric chlorine decreases.

4.5.4.2	Uncertainty in Ozone Return Dates

The return date of total or stratospheric ozone to a his-
torical baseline is an important indicator to assess the 
success of the Montreal Protocol and its Amendments 
and adjustments. Ozone return dates have been pre-
sented previously based on CCMVal-2 projections 
(Eyring et al., 2010a, b; WMO, 2011) and CMIP5 
simulations using different GHG scenarios (Eyring 
et al., 2013b; WMO, 2014). Estimates of ozone return 
dates from the new CCMI simulations have been de-
rived in Dhomse et al. (2018). This section compares 
the different estimates of ozone return dates and dis-
cusses reasons generating uncertainty in the derived 
dates. It is important to note that all model projec-
tions use prescribed scenarios for future abundances 
of ODSs assuming a future decline of ODSs according 
to the regulations of the Montreal Protocol. This sec-
tion does not assess the uncertainty in ozone return 
dates arising from potential non-compliance with 
the Montreal Protocol. (For more information on 
this topic see Chapter 6). The return dates for polar 

total column ozone from the CCMVal-2 projections 
in WMO (2011) and from the CCMI REF-C2 simu-
lations as well as their estimated ranges are shown in 
Figure 4-22. 

To account for model uncertainty, it is a common 
approach to give ozone return dates in terms of their 
mean value plus uncertainty range. Three different 
measures of ozone return dates were provided by 
Dhomse et al. (2018) for the CCMI simulations: (1) 
the multi-model mean (MMM) with the 1σ stan-
dard deviation defining the model range of recovery 
dates, (2) the median with the 10th and 90th percen-
tiles defining the range of recovery dates, and (3) the 
multi-model mean including only models within one 
standard deviation of the MMM (MMM1S) with the 
1σ standard deviation of the MMM1S defining the 
model range of recovery dates. For both polar regions, 
the median and MMM1S approaches provide (near) 
identical return dates giving confidence in the derived 
results.

Sensitivity to ODS and GHG Scenarios

As shown in Sections 4.5.2.1 and 4.5.2.2, the return 
dates of polar total column ozone (TCO) to 1980 
baseline values are delayed in the CCMI models 
(MMM1S) by 4 years in the Arctic and 10 years in 
the Antarctic compared to the CCMVal-2 models 
(SPARC CCMVal, 2010; WMO, 2011). This delay in 
polar ozone recovery can partially be ascribed to up-
dates in the ODS and GHG scenarios prescribed to 
the CCMI reference simulations (for more details see 
Box 3-3 and Dhomse et al., 2018). The change in the 
ODS scenario from the adjusted A1 scenario of WMO 
(2007) used in CCMVal-2 to the A1 scenario of WMO 
(2011) in CCMI caused a delayed decline in strato-
spheric halogen levels. In addition, the transition 
from the SRES-A1b GHG scenario used in CCMVal-2 
to the RCP-6.0 scenario in CCMI reduces the chem-
ically driven increase of ozone due to a slower rise of 
CO2 and CH4 in the RCP-6.0 scenario, explaining a 
further delay in TCO recovery in the CCMI models.

The expected effect of rising N2O concentrations in 
the REF-C2 simulations (about 40% between 1960 
and 2100) is to delay the ozone return date due to an 
enhanced production of NOx and catalytic ozone de-
pletion. However, while the return date of global and 
northern mid-latitude stratospheric column ozone is 
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significantly earlier in a scenario with fixed 1960 N2O 
surface mixing ratios than in the REF-C2 simula-
tions, it remains nearly unchanged in both polar areas 
(see Table 4 in Dhomse et al., 2018). Morgenstern 
et al. (2018) suggest that the negative effect of N2O 
increases on ozone in the upper stratosphere might 
be compensated by a self-healing effect in the lower 
stratosphere initiated by the upper stratosphere ozone 
decline. However, the detailed processes leading to a 
zero response of the polar ozone return date to N2O 
increases still need to be understood. 

CH4 concentrations increase in the RCP-6.0 scenario 
of the REF-C2 simulations by 57% between 1960 and 
their maximum in 2070, and by 128% between 1960 
and 2100 in the RCP-8.5 scenario. Consistent with 
previous work (e.g., Revell et al., 2012), stratospheric 
ozone returns earlier in the CCMI simulations with 
rising CH4 concentrations than in the constant-1960 
scenario. This effect is stronger for the more extreme 
CH4 increase in the RCP-8.5 scenario and stronger 
in Arctic spring (about 10 years) than in Antarctic 
spring (6 years). Note, however, that for the N2O- and 
CH4-sensitivity simulations only one realization by a 
limited number of models was available, reducing the 
robustness of the stated return dates.

Sensitivity to VSLSs

Section 4.5.3.4 revealed that both bromine- and 
chlorine-containing VSLSs have the potential to delay 
the return of the Antarctic ozone hole to historical 
values by somewhere between several years and up 

to three decades. Hence, the future evolution of the 
VSLS emissions represents a further source of un-
certainty for the projection of the ozone return date. 
While the CCMVal-2 models generally did not in-
clude the effects of brominated VSLSs on ozone, most 
CCMI models took their effects into account. The ad-
ditional ozone depletion by the VSLSs could therefore 
be a further contribution to the delay in CCMI TCO 
return dates (e.g., Oman et al., 2016). 

The concentrations of the oceanic brominated VSLSs 
seem to have remained relatively stable over the 
past decades (see Figure 1-16 in Chapter 1). Based 
on this fact, most model studies assume a constant 
mixing ratio of brominated VSLSs of 5 ppt in sim-
ulations of past and future ozone. Based on present 
day, observed global oceanic and atmospheric con-
centrations (ERA-Interim) and historical and future 
data from three CMIP5 models, Ziska et al. (2017) 
derived, however, an increase of brominated VSLSs 
for the period 1979–2005. For the RCP-8.5 scenario, 
oceanic brominated VSLS emissions could increase 
by 30% from 2010 to 2100 (Tegtmeier et al., 2015; 
Ziska et al., 2017). In a transient CCM study using 
the RCP-6.0 GHG scenario and interactive VSLS 
emissions, an increase of the ocean–atmosphere flux 
of brominated VSLSs of about 8–10% by the end of 
the 21st century compared to present day was found 
(Falk et al., 2017). However, under the low chlorine 
loading at the end of the century, brominated VSLSs 
are projected to have less impact on total Antarctic 
stratospheric ozone depletion than in the present 
day (in agreement with studies using constant VSLS 
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mixing ratios) and may not act as a major source 
of future stratospheric ozone depletion (Falk et al., 
2017). More CCM studies including the effects of cli-
mate change on VSLS emissions from the ocean need 
to be carried out to provide a robust estimate of the 
impact of future changes in brominated VSLSs on the 
return of polar ozone to historical values.

Chlorine-containing VSLSs are predominantly pro-
duced by industry. Among those, dichlorometh-
ane (CH2Cl2), has increased rapidly in recent years. 
Between 2000 and 2012, surface concentrations of 

CH2Cl2 increased at a global mean rate of almost 8% 
yr−1, with the largest growth in South and Southeast 
Asia (Hossaini et al., 2015b; Oram et al., 2017). As dis-
cussed in Section 4.5.3.4, Hossaini et al. (2017) ob-
tained a substantial delay of Antarctic ozone return, 
if the recently observed global mean CH2Cl2 growth 
rate of 2 ppt yr−1 continues. Whether such a growth 
rate would be likely to continue until the end of the 
century is arguable given the current global produc-
tion capacity for CH2Cl2.
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