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SCIENTIFIC SUMMARY

Since the 2018 Ozone Assessment global warming has con-
tinued, having now reached approximately 1.2 °C above prein-
dustrial levels. All climate model scenarios considered by IPCC 
(2021) indicate continued future warming beyond 1.5 °C above 
the preindustrial level, a limit that has been proposed to prevent 
further detrimental impacts. Ambitious mitigation and decar-
bonization efforts are required to minimize the likely overshoot 
of temperatures above this limit and to stabilize global surface 
temperatures in the future. However, with a temperature over-
shoot, irreversible impacts on the climate system may still occur. 
Stratospheric aerosol injection (SAI) has been suggested as a po-
tential mechanism for reflecting sunlight back to space, thereby 
offsetting some of the surface warming. Evidence from explosive 
volcanic eruptions and various model simulations has shown 
that increasing stratospheric sulfate aerosols can substantially 
cool the planet. SAI and other solar radiation modification (SRM) 
approaches may therefore be the only option to keep the global 
surface temperature below the limit of 1.5 °C. The amount and 
duration of SAI required would depend on how fast atmospheric 
greenhouse gas (GHG) concentrations are lowered through miti-
gation and decarbonization efforts.

While SAI could reduce some of the impacts of global warm-
ing, it cannot restore past climatic conditions and would very 
likely cause unintended consequences, including changes in 
stratospheric ozone concentrations. To date, Earth system mod-
els (ESMs) have performed simulations to provide information on 
the climate impacts, benefits, and risks of SAI. Little research has 
been done to quantify the effects of SAI on the stratospheric com-
position and total column ozone (TCO) in a multi-model setting, 
and even fewer studies have examined the effects of aerosol 
types other than sulfate. While existing studies do not suggest a 
deepening of the ozone hole beyond that already experienced, 
current shortcomings in model representation of required pro-
cesses limit confidence in the results.

This new chapter of the Ozone Assessment assesses the im-
pacts of SAI on stratospheric ozone through SAI-related changes 
in stratospheric chemistry and transport. The dependence of SAI 
effects on future climate change scenarios and injection strate-
gies, as well as uncertainties in our current understanding and 
model shortcomings, are assessed. Side effects and risks beyond 
the effects on stratospheric ozone are only briefly covered. It is 
well recognized that any potential future deployment of SAI is 
fundamentally linked to complex moral, ethical, and governance 
issues. These aspects are of critical importance but beyond the 
scope of this chapter, which will focus solely on physical science.

Framing SAI scenarios and strategies
•	 Based on the observed cooling after large volcanic 

eruptions and various model studies, stratospheric 
aerosol injection (SAI) has the potential to reduce global 
mean temperatures. However, SAI cannot fully offset 
the widespread effects of global warming and produces 
unintended consequences, including effects on ozone. 

Details of these effects depend on the specifics of the 
SAI scenario and injection strategies. SAI uses stratospher-
ic aerosols to reflect sunlight back to space, thereby cooling 
the planet. A straightforward offsetting of global warming 
from greenhouse gases (GHGs) cannot be achieved because 
SAI reduces a fraction of the incoming sunlight, which is 
seasonally and latitudinally dependent, while GHGs interact 
with terrestrial radiation and warm the planet more uniformly 
across latitudes and seasons. In addition, aerosol heating of 
the lowermost stratosphere by SAI using sulfate would result 
in further residual impacts, including changes in regional tem-
peratures, precipitation, and stratospheric ozone. Details of 
the future climate scenario, the SAI scenario (i.e., the degree 
of SAI cooling applied), and applied SAI strategy (i.e., the 
specifics of injection location, timing, and material for achiev-
ing predefined climate goals) determine the specifics of the 
resulting impacts and risks.

	º Changes in future ozone using SAI depend on de-
tails of future climate change and the degree of SAI 
cooling applied. The three different SAI scenarios 
considered in this report (Figure 6-2, reproduced 
here) result in significantly different future ozone. 
The “peakshaving” scenario (Panel A in Fig. 6-2) assumes 
delayed and then aggressive mitigation and carbon di-
oxide removal (CDR). SAI offsets the overshoot of the 
surface temperature target until greenhouse gases have 
been sufficiently reduced. The “strong SAI” scenario 
(Panel B) assumes a limited or no-mitigation high-warm-
ing future scenario, requiring continuously increasing 
SAI to keep surface temperatures from exceeding the 
climate target (dashed line). The “medium SAI” scenario 
(Panel C) assumes a limited or no-mitigation high-warm-
ing future scenario in which global warming is reduced 
to that of a moderate mitigation scenario (red line) by 
the deployment of SAI. A qualitative illustration of the 
required injection amounts for each scenario is shown in 
Panel D. The impacts on ozone of many other possible 
SAI scenarios have not been comprehensively studied to 
date. These scenarios currently do not include any socio-
economic feedbacks related to SAI.   

	º In model simulations, different injection strategies 
have been developed to mitigate some of the unin-
tended climate impacts of SAI. For the same scenario, 
the specifics of the injection strategy, including location, 
timing, and material, can be adjusted to better achieve 
desired global and regional climate targets and minimize 
regional changes. Some models include a feedback con-
trol algorithm to modulate annual stratospheric sulfur in-
jections in order to reach predefined climate temperature 
goals and other impact-relevant targets. Adjustments of 
sulfur injection to account for climate feedbacks help in 
managing uncertainties and limiting some of the side ef-
fects of SAI. Different strategies change the effectiveness 
of SAI and its effects on stratospheric ozone.
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SAI effects on radiation and temperature
•	 Multi-model comparisons reveal large uncertainties in 

forcing and surface cooling per unit of sulfur injected, 
which are attributed to differences in model complexity 
in representing key processes and details of SAI strate-
gies. Using sulfate aerosol, the efficacy of the radiative forc-
ing ranges between –0.04 and –0.1 W m–2 per Tg SO2 yr–1, 
and the resulting surface cooling ranges from 0.04 to 0.14 °C 
per Tg SO2 yr–1 based on a multi-model analysis. Continuous 
annual injection rates vary between 8 and 16 Tg of SO2 yr–1 

to cool the Earth by 1 °C; this range is approximately equiv-
alent to the estimated injection amount from Mount Pinatubo 
in 1991, which resulted in less than 0.5 °C global surface 
cooling. The significant uncertainties associated with these 
values are attributed to differences in model representations 
of stratospheric chemistry, transport, radiation, and aerosol 
microphysical processes, including differences in model reso-
lution. The choices of SAI injection location, timing, and mate-
rial influence the resulting stratospheric aerosol mass, optical 
depth, and surface area density (SAD), which determine both 
cooling efficacy and impacts on stratospheric ozone.

Mechanisms for SAI impacts on ozone
•	 Despite the limited number of model studies, some ro-

bust impacts of SAI on ozone have been identified. The 

combined effects of large-scale, long-term SAI on ozone 
are driven by 1) an increase in aerosol surface area, 2) 
stratospheric halogen concentrations, and 3) aero-
sol-induced heating of the stratosphere, which changes 
both stratospheric ozone chemistry and stratospheric 
dynamics. SAI impacts on total column ozone (TCO) are re-
gionally and seasonally dependent and result in ozone reduc-
tion in spring over Antarctica due to the increase in chemical 
ozone depletion. In contrast, an increase in TCO is possible 
(with increasing SAI amount) in the tropics, as well as in the 
winter Northern Hemisphere (NH) in mid- and high latitudes, 
due to increased tropical chemical ozone production rates 
and increased poleward transport. 

	º Enhanced stratospheric sulfate aerosol increases 
stratospheric heterogeneous chemical reaction 
rates and can enhance or deplete ozone depending 
on the altitude, latitude, and season. Net chemi-
cal ozone production rates decrease in the lower polar 
stratosphere in winter and spring where halogen and 
hydrogen catalytic cycles are most important but in-
crease in the tropical mid-stratosphere where the nitro-
gen cycle is most important. The magnitude and sign of 
ozone changes depend on the details of the SAI aerosol 
distribution and the current stratospheric halogen and 
nitrous oxide concentrations, as well as on any changes 
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Figure 6-2. Schematic diagram rep-
resenting the concept of three poli-
cy-relevant SAI scenarios: peakshaving 
scenario, strong SAI scenario, and me-
dium SAI scenario. Different lines illus-
trate global mean surface temperatures 
for future scenarios: a limited or no 
mitigation scenario leading to strong 
future global warming (black line); a 
so-called “overshoot scenario” that 
assumes strong mitigation and Carbon 
Dioxide Removal (CDR), and leads to a 
temporary overshoot of global mean 
temperatures above sustainable limits 
for some time (orange); a peakshaving 
scenario that applies temporary SAI 
to the overshoot scenario in order to 
prevent the increase in global mean 
temperature from exceeding these 
sustainable limits (purple line); and a 
moderate warming scenario (red). The 
blue arrows represent the approximate 
relative magnitude of the temperature 
impact of the applied SAI. The bottom 
right panel shows the stratospheric 
injection that is applied under each of 
these three scenarios.    
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in stratospheric water vapor due to changes in transport 
and temperature that occur in response to SAI.

	º Enhanced stratospheric sulfate aerosol also im-
pacts stratospheric temperature, transport, and 
chemistry, causing a general increase of ozone 
concentrations in the tropics and mid- to high lat-
itudes through enhanced transport from the trop-
ics to high latitudes. Increased sulfate aerosols in SAI 
scenarios heat the lower tropical stratosphere by 4.6 ± 
2.7 °C per ​​1 °C surface cooling, with variation across 
models and injection strategy. The heating induced by 
aerosols changes the vertical and horizontal transport in 
the stratosphere and polar vortex dynamics and leads to 
an acceleration of the lower branch of Brewer-Dobson 
Circulation (BDC). The stronger transport of ozone to 
high latitudes with SAI can overcompensate for the 
effects of ozone depletion, especially in the Northern 
Hemisphere winter in the strong SAI scenario. Heating 
of the tropopause results in increases in stratospheric 
water vapor. For any given scenario, the impacts of SAI 
on stratospheric temperature, transport, and dynamics 
are strongly model dependent.

SAI impacts on ozone in the future
•	 Future changes in TCO resulting from SAI would be in 

addition to changes driven by future climate condi-
tions and stratospheric halogen burden, as described 
in Chapters 3, 4, and 5. The SAI-related TCO changes 
depend on the required SAI injection rate, which is dif-
ferent for the three defined SAI scenarios (Figure 6-2). 
Compared to conditions without SAI, significant TCO 
reductions are expected in October over Antarctica for 
any SAI applications within the 21st century that are suf-
ficient to appreciably impact climate warming. 

	º In October over Antarctica, aerosol injection rates 
sufficient to achieve a 0.5 °C global cooling over 
the period 2020–2040 result in a reduction of TCO 
of around 58 ± 20 DU compared to no SAI. Smaller 
initial injection rates to achieve cooling of 0.2 °C 
between 2020 and 2040 result in a modeled reduc-
tion in TCO of 17 ± 9 DU. Large injection rates based 
on the peakshaving and strong SAI scenarios starting in 
2020 bring TCO close to the minimum values observed 
between 1990 and 2000, while smaller injection rates in 
the medium SAI scenario lead to less TCO reduction. The 
initial phase-in of SAI leads to relatively larger reductions 
in TCO over Antarctica in spring compared to a case 
without SAI because of nonlinearities in microphysical 
processes.

	º In October over Antarctica, the magnitude of TCO 
changes in the second half of the 21st century in-
crease with increasing injection rates. Injection 
rates and the resulting TCO reductions are scenario, 
strategy, and model dependent. Under the strong SAI 
scenario, with injections starting in 2020, model simula-
tions suggest that Antarctic TCO is reduced  by around 
55 ± 20 DU in October throughout the 21st century and 
the ozone hole recovery is delayed between 25 and 50 
years. In this case, the effect of continually increasing in-
jections is offset by the simultaneously declining chlorine 

burden in response to Montreal Protocol provisions. SAI, 
therefore, counters some of the super recovery of TCO 
above 1980 values driven by increasing greenhouse 
gases. The medium SAI scenario results in a smaller TCO 
reduction of between 9 and 29 DU (based on three mod-
els), and the peakshaving scenario results in no significant 
ozone loss by 2100 due to SAI (based on one model).

	º In the Arctic in spring, SAI starting in 2020 to 
achieve global cooling of 0.5 °C by 2040 results in 
TCO reductions between 13 DU ± 10 DU and 22 ± 21 
DU compared to no SAI, with no significant chang-
es after 2040, based on results from two different 
models. The change in TCO for smaller initial injec-
tion rates is not significant. In the Arctic, chemical 
changes are in part offset by changes in dynamics, result-
ing in smaller SAI-induced changes of TCO compared to  
Antarctica. As a result, SAI only slightly offsets the super 
recovery of TCO in a high-GHG scenario. Modeled im-
pacts on TCO in the Arctic under the medium SAI scenar-
io are smaller and not significant. These results, which are 
based on ensemble means of zonal and monthly mean 
TCO comparisons, do not reflect possible larger region-
al ozone changes that may occur within the Arctic polar 
vortex for years with warm and cold vortex conditions.

	º In NH mid-latitudes in winter, increasing SAI to-
ward the end of the century in both the strong and 
medium SAI scenarios can lead to a significant TCO 
increase relative to that in a scenario with no GHG 
mitigation and without SAI. In both SAI scenarios, 
the increased heating in the tropical lower stratosphere 
causes increased transport of ozone from the tropics to 
mid- and high latitudes, resulting in a greater increase 
in TCO with injection amount. SAI, therefore, enhances 
the super recovery of TCO for a high-GHG scenario. No 
significant TCO changes occur in NH mid-latitudes in the 
peakshaving scenario.

Other side effects, risks, and limitations of SAI
•	 Limited aerosol injections in a peakshaving scenario 

minimize SAI-induced side effects and climate risks, 
including reductions in global precipitation, while cli-
mate impacts and risks increase in scenarios with less 
mitigation and more SAI. A portfolio of climate responses, 
including effective mitigation and decarbonization, limits the 
amount of SAI needed to maintain the global surface tem-
perature below specific targets. Since SAI offsets the warming 
from atmospheric GHGs, limiting SAI would reduce the risks 
associated with a potential abrupt termination of SAI. Such an 
abrupt termination would result in a rapid (within 10 years) re-
turn of climate to the non-SAI climate base state if SAI was not 
restarted. Other side effects induced by SAI, such as Eurasian 
winter warming and associated precipitation impacts and a 
significant weakening of the Asian monsoon, depend on the 
amount of SAI. Ocean acidification depends mostly on atmo-
spheric carbon dioxide (CO2) concentrations and is impacted 
only to a small extent by SAI.

SAI using aerosols other than sulfates
•	 The use of aerosols other than sulfate is expect-

ed to change the effects on ozone via changes in 
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heterogeneous chemistry and dynamics and transport. 
Comprehensive climate model simulations to quantify 
these effects have yet to be performed. Other aerosol 
types that absorb less solar radiation would heat the tropical 
lower stratosphere much less than sulfate. They are also poten-
tially more chemically inert and less impactful on stratospheric 
ozone. Materials that have been considered include calcium 
carbonate, titanium dioxide, aluminum oxide, and diamond. 
The effects on ozone are less certain for these alternate mate-
rials owing to the paucity of laboratory and modeling studies 
investigating them and the lack of natural analogs.

Evaluation of models
•	 The study of SAI is aided by natural analogs. Volcanic 

eruptions and pyrocumulonimbus events are useful, 
albeit imperfect, natural analogs for assessing SAI. 

Present-day Earth system models may not accurately simulate 
the effects of stratospheric aerosol perturbations on ozone 
and other side effects. Remote sensing and in situ observa-
tions of volcanic eruptions and pyrocumulonimbus (pyroCb) 
formation provide essential information on the stratospheric 
evolution of injected sulfur dioxide and resultant sulfate aero-
sol, which can be used to assess and improve SAI models. 
However, remote and in situ observations valuable for eval-
uating the effects of injected aerosols on the ozone layer are 
generally lacking. SAI scenarios with continuous aerosol (pre-
cursor) injections will produce different stratospheric aerosol 
distributions than pulse injections that occur with natural ana-
logs; therefore, accurately simulating these natural events is 
a necessary but not sufficient constraint on model fidelity in 
representing SAI.
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6.1 INTRODUCTION

There is growing recognition that the 21st Conference of the 
Parties (COP21) to the United Nations Framework Convention on 
Climate Change limits of 1.5 °C (IPCC, 2018) or 2 °C above prein-
dustrial levels are going to be extremely difficult to achieve under 
even the strongest mitigation scenarios (e.g., Rogelj et al., 2016; 
Millar et al., 2017; IPCC, 2018; Tollefson, 2018). Reaching these 
temperature limits to avoid further climate impacts may require 
considering additional interventions, including solar radiation 
modification (SRM) and carbon dioxide removal (CDR). While 
CDR may be effective in the long run, this approach very likely 
does not prevent an overshoot of these surface temperatures lim-
its for some time. Even a temporary overshoot of surface tempera-
tures can lead to irreversible climate impacts (IPCC, 2021, 2022), 
and SRM may be the only option to prevent this. 

Various SRM approaches have been discussed to deliberate-
ly cool the planet by reflecting more sunlight back to space (NAS, 
2021). One such approach is injecting aerosols (or their gaseous 
precursors) to enhance the stratospheric aerosol layer and reflect 
additional sunlight back to space, thereby cooling the planet. 
This approach is referred to as stratospheric aerosol injection 
(SAI; NAS, 2021) and has been motivated by the observed tem-
porary surface cooling after large explosive volcanic eruptions. 
Such eruptions periodically inject millions of tonnes of sulfur di-
oxide (SO2) into the stratosphere, where it forms reflective sulfate 
aerosols (Robock, 2000). Since Earth system models (ESMs) have 
been used to study the effects of SO2 injections from volcanic 
eruptions for decades, they have been adopted to also study the 
effects of SAI using SO2 injections. Furthermore, the availability 
of extensive observations subsequent to these eruptions allows 
evaluation of the impacts of SO2 injections in models. Besides the 
intended benefits of SAI to counter the effects of global warming, 
SAI produces unintended consequences and risks, including im-
pacts on stratospheric ozone (e.g., Crutzen, 2006). 

This chapter provides the first comprehensive stratospheric 
ozone-focused assessment of the state of SAI research. Section 
6.1 covers motivations and a brief history and defines specific 
terminology used in this assessment. Section 6.2 provides back-
ground on important processes required for simulating SAI, 
sensitivities to the assumed injections on radiative forcing and 
aerosol surface area density, and model uncertainties in simulat-
ing these processes. Section 6.3 assesses the general effects of 
SAI on ozone concentrations and sensitivities on ozone to the 
injection details. Section 6.4 quantifies changes in total column 
ozone (TCO) for three specified future scenarios and briefly ad-
dresses additional side effects and climate impacts of SAI in the 
context of different future scenarios to place the impact on TCO 
in the context of the larger arena of this developing research field. 
The chapter abstains from addressing complex moral, ethical, 
and governance issues (e.g., Robock, 2008a; Preston, 2013; 
Lawrence et al., 2018). Section 6.5 assesses the potential effects 
of using materials other than sulfate for SAI, and Section 6.6 as-
sesses the importance of natural analogues of aerosol injections 
for reducing uncertainties in process understanding and model 
representation for SAI projections.

6.1.1 Motivation for Assessing the Effects of 
SAI on Stratospheric Ozone

Global warming has continued over the last decade and 

currently (in 2021) stands at approximately 1.2 °C above prein-
dustrial levels (IPCC, 2021). Each of the observed global annual 
mean temperatures over the last seven years has been among the 
warmest on record, and the global mean temperature in 2020 tied 
with 2016 as the warmest year on record (IPCC, 2021). All climate 
model simulations suggest continued global warming through-
out the next two decades (IPCC, 2021; Figure 6-1). Future global 
modeling scenarios known as Shared Socioeconomic Pathways 
(SSPs) range from a very strong mitigation scenario that includes 
negative carbon emissions (SSP1-1.9) to a limited or no-mitigation 
pathway (SSP5-8.5), which leads to an acceleration of global 
warming to around 5.5 °C above preindustrial conditions by 
2100 (Figure 6-1). The range of surface temperature changes per 
scenario is indicated by the colored shaded area in Figure 6-1.

The multi-model mean from even the strongest mitigation 
pathway (SSP1-1.9) overshoots the 1.5 °C target, peaking around 
2050 before falling below 1.5 °C above preindustrial levels by 
2100. A growing body of evidence shows that climate-induced 
damages frequently scale exponentially rather than linearly in key 
variables such as the frequency of extreme precipitation (e.g., 
Myhre et al., 2019), heatwaves (e.g., Christidis et al., 2015), and 
droughts (e.g., Samaniego et al., 2018) and that the accelerat-
ed warming of the high latitudes causes thawing of permafrost, 
melting of glaciers, and reductions of sea ice leading to sea level 
rise. Tipping points might also be reached whereby key elements 
of the climate system such as the Amazon rainforest or the West 
Antarctic ice sheet could irreversibly collapse (e.g., Lenton et al., 
2019). The application of climate intervention methods may be 
the only option to prevent the future climate from reaching critical 
temperatures and potential tipping points (e.g., NAS, 2021).

Climate intervention (CI) is defined in this report as “the 
deliberate large-scale manipulation of an environmental pro-
cess that affects the Earth’s climate, in an attempt to counteract 
the effects of global warming.” We adopt the terminology “cli-
mate intervention” (NRC, 2015), although we recognize that 
“climate engineering” (Hamilton, 2013; Keith, 2013), “climate 
geoengineering” (Lawrence et al., 2018), and “geoengineering” 
(Shepherd, 2009; NAS, 2021) are also commonly used through-
out the scientific literature. Two very different CI strategies have 
been proposed: carbon dioxide removal (CDR) and solar radia-
tion modification (SRM) (Box 6-1 Figure 1).  CDR methods seek to 
actively remove carbon dioxide from the atmosphere, while SRM 
seeks to reduce global warming by increasing the reflectivity of 
the planet. 

CDR methods include afforestation, ocean alkalinization, 
and iron fertilization to promote marine carbon uptake, as well as 
technologies such as bioenergy with carbon capture and storage 
(BECCS), capturing carbon from biofuels in the form of charcoal 
to use as a fertilizer (biochar), and direct air capture (Shepherd, 
2009; Lawrence et al., 2018; NRC, 2015 Lee et al., 2021; Josep 
et al., 2021). These methods have not yet been developed at a 
scale large enough to reduce carbon dioxide concentrations sig-
nificantly within the next one to two decades (Keller et al., 2018; 
Fuss et al., 2020), but they have the potential to contribute sig-
nificantly to global warming abatement in the second half of the 
21st century. Some CDR approaches have their own side effects 
that may limit their large-scale deployment, including substantial 
costs or implications for, e.g., water availability or food produc-
tion (Smith et al., 2016). Such concerns further strengthen the 
motivation to understand the implications of SRM.  
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Figure 6-1. (a) Multi-model simulated time series from 1950 to 2100 for global annual average surface air temperature changes 
relative to the 1995–2014 average (left axis) and the 1850–1900 average (right axis). The curves show averages over the CMIP6 
simulations, the shadings around the SSP1-2.6 and SSP3-7.0 curves show 5–95% ranges, and the numbers in the legend after 
each experiment show the number of model simulations used. (b) The global mean distribution of mid-term (2041–2060) and 
long-term (2081–2100) changes in annual mean surface temperature. The number of model simulations used is indicated in the 
top right of the maps. No overlay indicates regions where the change is robust and emerges from internal variability (i.e., 66% 
of the models show a change greater than the internal-variability threshold, and at least 80% of the models agree on the sign of 
change). Diagonal lines indicate regions with no change or no robust significant change. Crossed lines indicate areas of conflict-
ing signals. [Both panels reproduced from Lee et al., 2021.]  

SRM methods include utilizing mirrors in space; increasing 
the reflectivity of land or ocean surfaces (surface albedo); increas-
ing the reflectivity of marine clouds (marine cloud brightening, 
MCB); and increasing the reflectivity of the stratospheric aero-
sol layer via stratospheric aerosol injection, SAI. We adopt the 
term “stratospheric aerosol injection” throughout this report but 
recognize that “stratospheric aerosol intervention” and “strato-
spheric aerosol geoengineering” are also frequently used in the 
scientific literature. Cirrus cloud thinning (CCT) is also frequently 
considered under SRM, although this method is based more on re-
ducing cirrus cloud impact on outgoing terrestrial radiation rather 
than on reflecting sunlight (e.g., Lohmann and Gasparini, 2017). 
Based on assessments of the potential cooling impact, readiness, 
cost-effectiveness, and risks (e.g., Shepherd, 2009; NAS, 2021), 
SAI is potentially one of the most effective global methods. SAI 
involves the long-term injection of aerosols, or their precursors, 
into the stratosphere, where their atmospheric lifetime can reach 
one to two years. The resulting enhanced aerosol layer reflects 
sunlight back to space, thereby cooling the planet (Shepherd, 
2009; Lawrence et al., 2018; NAS, 2021). While the technology 
for SAI does not yet exist, it has become the most discussed SRM 
technique in the scientific literature. A portfolio of CI strategies 
has been suggested in addition to mitigation and adaptation, 
which could include a temporary application of SAI to avoid the 
worst impacts of global warming until emissions reductions and 
CDR reduce and stabilize atmospheric GHG concentrations (e.g., 
Long and Shepherd, 2014; Sugiyama et al., 2018).

In many studies, SO2 has been considered as the injection ma-
terial for SAI because volcanic eruptions serve as natural analogs 

to SAI (see Section 6.6 for more details). Observations after large 
explosive volcanic eruptions that injected large amounts of SO2 
into the stratosphere have conclusively demonstrated a mea-
surable reduction in global surface temperatures within a year 
or two (e.g., Angell and Korshover, 1984; Hansen et al., 1992; 
Soden et al., 2002). Multiple smaller eruptions during the early 
21st century are also thought to have contributed to the observed 
masking of some of the global warming at that time (e.g., Santer 
et al., 2014; Haywood et al., 2014). Explosive volcanic eruptions 
that emit sulfur species into the stratosphere allow benchmark-
ing of current-generation aerosol and climate models against a 
wealth of observations of the impacts of volcanic emissions on 
ozone concentrations and sulfate aerosol properties, including 
their temporal and spatial evolution. However, in most cases, 
volcanic eruptions also inject other materials, including dust, hal-
ogens, and water, which result in different effects compared to 
those from sulfur injections alone (e.g., Zhu et al., 2020). There 
are also clear limits to this analogy, because explosive eruptions 
are pulsed injections of material into a relatively small area of the 
stratosphere, which contrasts with continuous or repeated injec-
tions (or a slow ramp-up) of SO2 in strategically selected locations 
under SAI scenarios (e.g., Duan et al., 2019). These differences 
can make it difficult to project SAI impacts on ozone and climate 
response based on volcanic eruptions.

Another analog of SAI is the injection of aerosols into the 
stratosphere in vigorous wildfire events that result in the forma-
tion of pyrocumulonimbus clouds (pyroCbs). A number of satel-
lite observations have recently shown that biomass-burning aero-
sols embedded in pyroCbs can reach the stratosphere. Enhanced 

(a) Global temperature change (b) Annual mean temperature change
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Box 6-1. Overview of Climate Intervention Methods

Glossary of Climate Intervention Terminology

BECCS*: bioenergy with carbon capture and storage. A CDR technique using energy derived from any form of biomass or its met-
abolic by-products whereby a relatively pure stream of carbon dioxide (CO2) from industrial and energy-related sources is separated 
(captured), conditioned, compressed, and transported to a storage location for long-term isolation from the atmosphere.  

Biochar*. A CDR technique producing a stable carbon-rich material produced by heating biomass in an oxygen-limited environ-
ment. Biochar may be added to soils to improve soil functions and to reduce greenhouse gas emissions from biomass and soils, as 
well as for carbon sequestration. 

CCT: cirrus cloud thinning. A proposed climate intervention technique often classified under SRM, although it relies on increasing 
emissions of terrestrial radiation to space. 

CI: climate intervention. Defined in this report as the deliberate large-scale manipulation of an environmental process that affects 
the Earth’s climate, in an attempt to counteract the effects of global warming. This includes both SRM and CDR.

CDR*: carbon dioxide removal. Anthropogenic activities that remove CO2 from the atmosphere and durably store it in geological, 
terrestrial, or ocean reservoirs, or in products. This includes existing and potential anthropogenic enhancement of biological or 
geochemical sinks and direct air capture and storage but excludes natural CO2 uptake not directly caused by human activities.

MCB: marine cloud brightening. An SRM climate intervention strategy aimed at brightening low marine clouds through the injec-
tion of aerosol particles, thereby increasing the planetary albedo.

Planetary albedo. The ratio of the amount of solar radiation reflected by the planet to that incident upon it. The global broadband 
planetary albedo is approximately 0.3.

SAI: stratospheric aerosol injection. A proposed SRM technique to enhance the stratospheric aerosol layer to increase the reflec-
tivity of the planet and hence reduce global mean surface temperatures.

Space mirrors. A proposed SRM technique to block some sunlight by placing mirrors at the Lagrangian point between Earth and the 
sun to decrease the global surface temperature.

SRM*: solar radiation modification. The intentional modification of the Earth’s shortwave radiative budget with the aim of reducing 
warming. Stratospheric aerosol injection, marine cloud brightening, and land surface albedo modification are examples of proposed 
SRM methods.

Surface albedo. The ratio of the solar radiation reflected by Earth’s surface to that incident upon it. The broadband mean surface 
albedo is approximately 0.15.

*Adopted from IPCC (2018).

Box 6-1 Figure 1. Schematic diagram showing some prominent proposed climate intervention methods. CDR methods in-
clude afforestation, biochar, BECCS, iron fertilization, and alkalinity addition to the ocean. SRM methods represented are SAI, 
MCB, space mirrors, CCT, and surface albedo enhancement technologies. Courtesy of Rita Erven, GEOMAR.
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solar absorption by black carbon and the organics-dominated 
chemical composition of these smoke particles can impact ozone 
and climate differently from sulfate aerosols (e.g., Rieger et al., 
2021).

6.1.2 A Brief History of SAI Research
The earliest suggestion of injecting sulfur into the strato-

sphere to combat global warming was proposed by Budyko 
(1974). This topic was then only occasionally discussed in the 
scientific literature for the next three decades (e.g., Rasch et al., 
2008a, and references therein). Crutzen et al. (2006) was one of 
the first to suggest possible impacts of SAI on stratospheric ozone. 
He used simple scaling arguments derived from the Pinatubo 
eruption to estimate that stratospheric injections of around 10 Tg 
SO2 yr–1 (1 Tg = 1 million tonnes) would be needed to balance the 
warming impact of doubled atmospheric concentrations of car-
bon dioxide. Wigley (2006) used a simple energy balance model 
and derived a similar estimate, suggesting a combined mitigation 
and SAI approach for stabilizing climate. These and other early 
simple model approaches were improved upon by introducing 
models that represent the sulfur cycle more explicitly using sin-
gle-moment aerosol models and that include the representation 
of oceans either through slab-ocean (Rasch et al., 2008b) or fully 
coupled ocean models (Robock et al., 2008b). The first studies 
that quantitatively assessed the impact of deliberate SAI upon the 
ozone layer also appeared, finding a considerable delay in the 
Antarctic ozone hole recovery (Tilmes et al., 2008; Heckendorn 
et al., 2009).

Thereafter, more and more SAI modeling studies began to 
appear using fully coupled global atmospheric-ocean models. 
These models often did not include interactive stratospheric 
chemistry (e.g., Kravitz et al., 2009; Jones et al., 2010; 2011; 
Niemeier et al., 2011; English et al., 2012). A few studies attempt-
ed to compare the impacts of similar SAI simulations performed 
across different climate models (e.g., Jones et al., 2011; Rasch et 
al., 2008b; Schmidt et al., 2012), but comprehensive attribution 
of differences in results from climate models proved to be ham-
pered by the lack of standardization of the objectives of the SAI 
approaches and the related emission scenarios. These problems 
led to the first comprehensive attempts to standardize model 
scenarios by the Geoengineering Model Intercomparison Project 
(GeoMIP; Kravitz et al., 2011). 

GeoMIP formulated idealized model experiments to aid 
understanding of the effects of SAI on the Earth system (Kravitz 
et al., 2011) and provides the most comprehensive multi-model 
assessment of the effects of SRM to date (e.g., Kravitz et al., 2015). 
Different GeoMIP experiments have evolved over time, from solar 
dimming experiments where the solar constant was turned down 
to offset instantaneous quadrupling or steadily increasing carbon 
dioxide concentrations (referred to as the G1 and G2 scenarios, 
respectively; Kravitz et al., 2015) to more complicated and pol-
icy-relevant SAI experiments (the G3, G4, and G6 scenarios; 
Kravitz et al., 2015). Simulations were run using fully coupled 
global climate models (CMIP5 and CMIP6 generations), with 
most models performing the relatively simple solar dimming ex-
periments (e.g., Kravitz et al., 2011; 2021; Niemeier et al., 2013). 
Fewer models were able to directly simulate sulfur injections, 
which requires comprehensive stratospheric aerosol microphys-
ical modeling. The first GeoMIP-coordinated multi-model assess-
ments of impacts on stratospheric ozone and surface ultraviolet 

radiation were documented by Pitari et al. (2014). Two model ex-
periments, G3 and G6, include both SAI and solar dimming ver-
sions (G3, G3S, G6solar, and G6sulfur; Kravitz et al., 2015), allow-
ing comparisons of the impacts of the two methods (Niemeier et 
al., 2013; Xia et al., 2017; Visioni et al., 2021a; Jones et al., 2021). 
These studies have shown that solar dimming is an imperfect 
analog for modeling the climate impacts of SAI and assessing its 
effects on stratospheric ozone (see Section 6.3). Other multi-mod-
el comparisons are in progress, based on the Chemistry-Climate 
Model Initiative (CCMI; Morgenstern et al., 2017; Plummer et al., 
2021); these use a prescribed aerosol distribution to examine the 
effects of SAI on stratospheric ozone.

Besides additional single-model studies that use simple 
equatorial injection strategies, more complex SAI deployment 
strategies to minimize residual climate impacts have been devel-
oped and applied (Kravitz et al., 2017) and used as the basis for 
other studies, including the Geoengineering Large ENSemble 
project (GLENS; Tilmes et al., 2018a; 2020; see Box 6-2). A new 
large-ensemble model study using a similar strategy to GLENS, 
the Assessing Responses and Impacts of Solar climate interven-
tion on the Earth system with stratospheric aerosols project 
(ARISE; Richter et al., 2022), has recently been documented. 

In parallel with the development of individual and coordi-
nated modeling studies, there has been limited research into po-
tential delivery mechanisms. SAI would require the long-term de-
livery of millions of tonnes of SO2 or other suitable materials into 
the stratosphere for any substantive global cooling (e.g., Smith et 
al., 2020; Robock, 2020); currently, no scalable delivery system 
exists. A fleet of specially designed high-altitude aircraft has been 
suggested as a feasible delivery system (McClellan et al., 2012; 
Smith and Wagner, 2018), although tethered balloons, rockets, 
artillery, and rigid towers have also been suggested (Robock et 
al., 2009; Davidson et al., 2012). Each of these is hampered by 
technological constraints, in particular when it comes to delivery 
of significant payloads above 20 km altitude. There have also 
been suggestions for enhancing stratospheric aerosol concentra-
tions through lower-altitude tropospheric injections, both using 
photophoretic levitation (Keith, 2010) and absorption of sunlight 
to loft the particles into the stratosphere (Gao et al., 2021). Other 
suggestions include injecting carbonyl sulfide in the upper tro-
posphere where it is transported to the stratosphere and slowly 
forms sulfate (Quaglia et al., 2022). However, the technical logis-
tics of practical deployment through such means have not been 
sufficiently explored. No outdoor field experiments have been 
conducted up to this point, and detailed discussions about re-
quirements and issues regarding field experiments are presented 
in the recent NAS (2021) report.

6.1.3 SAI Scenarios and Strategies
Just as the impacts of future global warming (including the 

evolution of stratospheric ozone) strongly depend on future emis-
sions pathways, the impacts of SAI are strongly dependent on the 
details of the SAI scenario and the underlying future greenhouse 
gas emissions pathway (the baseline scenario; e.g., Niemeier 
et al., 2011; Tilmes et al., 2017; Richter et al., 2017, Jones et al., 
2018; Irvine et al., 2020, Tilmes, 2020). Multiple hypothetical 
SAI scenarios and strategies have been developed for modeling 
studies, based on the goals of the specific project or the purpose 
of the research; some were designed for understanding specific 
processes in the climate system and others for impact relevance. 
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In this section, we define the terms “scenario” and “strategy”. 

6.1.3.1 SAI Scenarios
We define “SAI scenario” as the desired global mean out-

come. While IPCC (2021) defines its scenarios in terms of the 
global mean radiative forcing by 2100, SAI scenarios are most 
frequently defined in terms of the global mean temperature or de-
gree of cooling. Current SAI scenarios do not include socioeco-
nomic feedbacks of the implementation of SAI. Examples of SAI 
scenarios include maintaining global mean temperatures at 1.5 
°C or 2 °C above preindustrial conditions or reducing the global 
mean temperature from a high-end global warming scenario to a 
more moderate global warming scenario. Three different SAI sce-
narios are assessed with regard to effects on total column ozone 
in Section 6.4.

Without SAI, only very drastic and immediate mitigation 
and significant CDR can prevent overshoot of an assumed sta-
bilization surface temperature (Figure 6-2, grey, dashed lines). 
The global mean surface temperature from most projected future 
scenarios exceeds the 1.5 °C and 2 °C COP21 limits (Figure 6-1; 
IPCC, 2021). Here, we assess modeling studies that investigate 
the effects of SAI on ozone based on three SAI scenarios. Each 
of these scenarios considers different baseline GHG scenarios 
and temperature targets and therefore has different impacts on 
total column ozone (TCO). While many possible SAI scenarios 

have been studied, the most comprehensive large-ensemble or 
multi-model studies relevant for TCO impacts can be summarized 
in the three scenarios analyzed here. The first two scenarios are 
based on ensemble simulations from one modeling framework, 
while the results of the last scenario are based on a multi-model 
study using three different ESMs. All scenarios discussed here 
inject SO2 into the stratosphere to form sulfate aerosols; compre-
hensive ESM studies using other injection materials currently do 
not exist. Schematic diagrams of the three scenarios, together 
with the temporal evolution of the quantity of SO2 injected, are 
provided in Figure 6-2, and each of the injection strategies is 
discussed in detail in the subsections that follow. Note that the 
resulting temperature change from specific baseline scenarios 
are themselves very uncertain owing to differences in climate 
sensitivity of the various models. In addition, there is significant 
uncertainty about how much cooling can be achieved with a spe-
cific amount of SAI (Section 6.2.2.). Consequently, the amount 
of injection needed to reach specific temperature targets is very 
uncertain.

Peakshaving Scenario. The peakshaving scenario prevents 
overshoot of global mean surface temperature above assumed 
temperature limits by applying a limited amount of SAI to avoid 
the worst impacts of global warming during the period it takes for 
strong mitigation and decarbonization efforts to reduce and sta-
bilize greenhouse gas concentrations (e.g., Wigley, 2006; Long 
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Figure 6-2. Schematic diagram rep-
resenting the concept of three poli-
cy-relevant SAI scenarios: peakshaving 
scenario, strong SAI scenario, and me-
dium SAI scenario. Different lines illus-
trate global mean surface temperatures 
for future scenarios: a limited or no 
mitigation scenario leading to strong 
future global warming (black line); a 
so-called “overshoot scenario” that 
assumes strong mitigation and Carbon 
Dioxide Removal (CDR), and leads to a 
temporary overshoot of global mean 
temperatures above sustainable limits 
for some time (orange); a peakshaving 
scenario that applies temporary SAI 
to the overshoot scenario in order to 
prevent the increase in global mean 
temperature from exceeding these 
sustainable limits (purple line); and a 
moderate warming scenario (red). The 
blue arrows represent the approximate 
relative magnitude of the temperature 
impact of the applied SAI. The bottom 
right panel shows the stratospheric 
injection that is applied under each of 
these three scenarios.    
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and Shepherd, 2014; Sugiyama et al., 2018). For this scenario, 
SAI is slowly phased in and later phased out to keep temperatures 
from rising above the target temperature (Figure 6-2, top left 
panel). Depending on the effectiveness of mitigation and decar-
bonization efforts, SAI application may be required for several 
decades or even centuries before atmospheric greenhouse gases 
have been sufficiently reduced to stabilize surface temperatures 
(e.g., Tilmes et al., 2016, 2020; Jones et al., 2018). A peakshaving 
scenario that requires strong mitigation and CDR may pose the 
least risk to the climate system among the scenarios analyzed in 
this assessment, since the relatively limited deployment time and 
injection rate reduce potential side effects and any termination 
effect (see Section 6.4.2). Currently, the impacts on ozone for this 
scenario can be assessed based only on a single model (Tilmes 
et al., 2020), using a baseline scenario SSP5-3.4-OS (Box 3-4 
Figure 1) that follows the SSP5-8.5 high-forcing scenario until 
2040 and after that deploys large-scale CDR and strong reduc-
tions in methane. SAI is applied to keep surface temperatures 
at 1.5 °C above preindustrial levels while minimizing inter-hemi-
spheric and pole-to-equator gradients. This scenario requires 
maximum injections of up to ~15 Tg SO2 yr–1 around 2060; 15 Tg 
SO2 is approximately the amount injected by the explosive 1991 
Mount Pinatubo eruption. An additional scenario to keep surface 
temperatures at 2.0 °C above preindustrial levels, which would 
reduce injections of sulfur by approximately 50% relative to stabi-
lizing temperatures at 1.5 °C above preindustrial levels, has also 
been performed (Tilmes et al., 2020). 

Strong SAI Scenario. The strong SAI scenario prevents high-
end global warming under a scenario with high projected green-
house gas emissions (Representative Concentration Pathway 
[RCP] 8.5 / SSP5-8.5, Box 3-4 Figure 1), with the objective of 
meeting the COP21 targets. Large ensembles of this scenario 
have so far been performed using only CESM (WACCM) within 
the GLENS simulations (Kravitz et al., 2017, Richter et al., 2017, 
Tilmes et al., 2018a; Section 6.1.) and CESM2 (WACCM6) (Tilmes 
et al., 2020), although a more limited number of ensembles 
have been performed with other models (Jones et al., 2018). To 
prevent surface temperature from increasing under this green-
house gas scenario using SAI, steadily increasing sulfur injections 
between 2020 and 2100 are required (Figure 6-2, top right 
panel). Injections were simulated to reach between 30 Tg SO2 
yr–1 (Jones et al., 2018) and 55 Tg SO2 yr–1 (Tilmes et al., 2018a) 
by 2100. This is between three and five times the mass of sulfur 
injected per year by the Mount Pinatubo eruption in 1991 (assum-
ing Pinatubo injected 10 Tg SO2; Mills et al., 2017). Different SAI 
strategies (Section 6.1.3.2) have been applied to this SAI scenario, 
using a feedback controller (Box 6-2) and varying the altitude of 
injections or injecting only at the equator. These different strate-
gies lead to different impacts on stratospheric ozone (Jones et al., 
2018; Kravitz et al., 2019; Tilmes et al., 2021). As the SO2 injection 
increases with time, the risks of side effects and any termination 
effect (see Section 6.4.2) also increase with time. 

Medium SAI Scenario. As in the strong SAI scenario, the 
medium scenario also prevents the high-end global warming pro-
jected under a scenario with high greenhouse gas emissions, but 
its target surface temperature is that of a more moderate green-
house gas emissions scenario (RCP4.5 / SSP2-4.5). This scenar-
io leads to moderate global warming that is significantly above 
COP21 targets. Six GeoMIP models have performed this type of 
modeling experiment using SSP5-8.5 as the baseline scenario 

and temperatures under the SSP2-4.5 greenhouse gas scenario 
as the target; this is known as the GeoMIP G6 scenario (e.g., Jones 
et al., 2021; Visioni et al., 2021a; Tilmes et al., 2022). Only three 
of the participating six models (CNRM-ESM2-I, UKESM1-0-LL, and 
CESM2(WACCM)) include interactive chemistry and calculate the 
effect of SAI on TCO (Section 6.4.2). The SAI strategy for achiev-
ing these scenarios was defined by injections in a region around 
the equator. Progressively larger SO2 emissions are required be-
tween 2020 and 2100, ranging from 3 to 7 Tg SO2 yr–1 in 2050 
and reaching between 20 and 30 Tg SO2 yr–1 by 2100 (see Figure 
6-2, bottom left panel). This scenario is similar to halving future 
global warming (e.g., Irvine et al., 2019, 2020). Analysis based 
on GLENS simulations show that for this scenario only, 1.3% of 
land areas would see a significant change in water availability 
compared to present day, and those regions would experience 
wetting, not drying, contradicting the assumption that solar cli-
mate intervention leads to a general drying (Irvine et al., 2020).

6.1.3.2 SAI Strategies
The underpinning deployment assumptions for achiev-

ing specific climate goals are defined here as “SAI strategies”. 
Strategies are understood here as the specifics of SAI applications, 
injection locations (including latitude, longitude, and altitude), in-
jection timing (continuous or pulse injections), and injection ma-
terial. Model simulations have revealed several robust side effects 
if global solar dimming or injections at the equator are applied, 
which include overcooling of tropical regions, continued residual 
warming in polar regions, and overcompensation of global mean 
and regional precipitation reductions (Bala, 2008; Robock et al., 
2008b; Schmidt et al., 2012; Niemeier et al., 2013; Kravitz et 
al., 2013; Tilmes et al., 2013; Huneeus et al., 2014; Kravitz et al., 
2021). Additional side effects on the climate system may include 
a shift in the intertropical convergence zone (ITCZ) and hurricane 
frequency and intensity in simulations that apply SAI to a single 
hemisphere (Haywood et al., 2013; Jones et al., 2017; see Section 
6.4.2). Model experiments have therefore applied specifically 
designed strategies to minimize some of these deleterious side 
effects. These strategies include injections at multiple locations 
and seasons in order to reduce impacts on, e.g., inter-hemispher-
ic and pole-to-equator surface temperature gradients, using a 
feedback control algorithm (see Box 6-2). Other examples of SAI 
strategies include the use of sulfate or chemically inert materials 
instead of SO2 (Section 6.5). Thus, different SAI strategies could 
deliver the same SAI scenario but result in different impacts on 
climate and stratospheric ozone. 

6.2 IMPACTS OF SAI ON RADIATIVE 
FORCING, TEMPERATURES, AND AEROSOL 
SURFACE AREA DENSITY

To cool the Earth’s surface using stratospheric aerosol injec-
tion (SAI), sulfate aerosols or their gaseous precursors (e.g., SO2) 
would be deliberately injected into the stratosphere. Transport 
by stratospheric winds associated with the Brewer–Dobson cir-
culation (BDC) can result in near-global coverage of the resulting 
sulfate aerosol layer. Transport processes are coupled to micro-
physical processes, as they determine sulfur concentrations, sul-
fate particle numbers, and size distributions. These nonlinear pro-
cesses make the impact of SAI very dependent on the injection 
strategy. For example, model simulations show that stratospheric 
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Box 6-2. Reaching Climate Targets Using Feedback Control

Earlier SAI studies often modeled injection of SO2 or sulfate aerosols within a region around the equatorial stratosphere, re-
sulting in a nonuniform global distribution of stratospheric sulfate with a maximum concentration at the equator (Section 6.2). This 
results in an overcooling of the tropics and an undercooling at high latitudes compared to a scenario without SAI. In a new approach, 
changes in surface temperature are modulated through injections of sulfur at four predefined locations, 15°N, 15°S, 30°N, and 30°S. 
The resulting stratospheric sulfate distribution is more evenly spread across latitudes (Box 6-2 Figure 1, top panels). Multiple strato-
spheric injection latitudes coupled with a feedback control algorithm has been used to maintain 2020 surface temperatures while 
following the high-GHG emissions RCP8.5 baseline scenario (Kravitz et al., 2017). The so-called feedback loop successfully responds 
to changes in climate feedbacks by adjusting the injection amounts for each of the predefined injection locations. Model simulations 
that use this approach are able to keep global mean surface temperatures at predefined levels with regional surface temperatures 
more similar to present day compared to using equatorial injections (Box 6-2 Figure 1, middle and bottom panels). 
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Box 6-2 Figure 1. (top) Zonal mean changes in sulfate concentrations between simulations with and without SAI over the 
period 2070–2089 using GLENS four-point injections (left) and equator injections (right). Both simulations use a feedback con-
troller (bottom right) that iteratively adjusts the injected sulfur amount in each location in order to stabilize the global, annual 
average surface temperature (for the equatorial injection) and in addition the inter-hemispheric and pole-to-equator surface 
temperature gradients for the four-point injections (bottom left). The tropopause location in the control (no injection) run is 
shown in black and for the SAI experiment in blue; injection locations are indicated as yellow dots. (middle) Maps of surface 
temperature change (K) for the GLENS four-point injections (left) and for equatorial injections (right), where the change refers 
to the difference in the mean over the periods 2075–2095 and 2010–2030. Stippling indicates regions that are not statisti-
cally significant at the 95% confidence level, as calculated using Welch’s t-test. (bottom left) Change in annual mean surface 
temperature from the 2010–2030 average following the RCP8.5 (blue) scenario and with SAI following the GLENS four-point 
injection strategy (black) and equatorial injection strategy (orange). Faint lines indicate individual model run ensemble mem-
bers, and thick lines indicate ensemble means. (bottom right) Illustration of the feedback control loop. [Adapted from Tilmes et 
al., 2020, and Kravitz et al., 2019.] 
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A feedback control algorithm in climate models was first applied to maintain global mean surface temperatures by reducing 
the solar constant (MacMartin et al., 2014a, 2014b; Kravitz et al., 2014). Later, this method was applied to meet three climate objec-
tives at the same time: the targeted global mean surface temperature, inter-hemispheric temperature gradient, and pole-to-equator 
temperature gradient (Kravitz et al., 2016). This method was then integrated into a more complicated framework using the Whole 
Atmosphere Community Climate Model (WACCM; Mills et al., 2017, MacMartin et al., 2017). Such an approach requires precalcu-
lated response functions for each injection latitude. Emissions adjustments have been tested for different time periods. For example, 
injections were adjusted annually for the GLENS model runs, while seasonal injection adjustments were performed in later studies 
(Visioni et al., 2019, 2020a). Different climate targets have also been suggested, including precipitation-based climate metrics and 
targets for sea ice extent, although these strategies are still in their infancy (Lee et al., 2021).

injection at the equator or at four points at 30°N, 15°N, 15°S, and 
30°S, will result in very different spatial and size distributions of 
the aerosols (see Box 6-2) and cause different impacts on ozone. 
In addition, model-specific differences in physics and simulated 
tracer transport add to simulated nonlinearities, and both are 
responsible for large differences between model results. It is 
therefore still uncertain how much surface temperature reduc-
tion would be obtained for 1 Tg yr–1 of SO2 injection. This section 
provides the foundation for understanding related microphysical 
and transport processes, as well as SAI interactions with radiation 
(Section 6.2.1). Section 6.2.2 summarizes model differences and 
shortcomings in representing processes important for SAI and 
assesses the effects of SAI on radiation and surface temperatures, 
based on multiple model comparisons. Section 6.2.3 assesses 
uncertainties in the radiation and temperature effects as a result 
of using different injection strategies. A summary of the important 
SAI processes and uncertainties based on existing model studies 
is then given in Section 6.2.4.

6.2.1 Aerosol Processes Relevant for SAI 
Efficacy

The life cycle of sulfate in the stratosphere is governed by 
chemistry, aerosol microphysics, transport, and interaction with 
radiation. All of these nonlinear interactions, together with details 
of the injection strategies, determine the final aerosol spatial dis-
tribution, burden, aerosol optical depth, and aerosol surface area 
density (SAD). A brief summary of processes and interactions im-
portant for SAI is included in the following section, mainly based 
on Kremser et al. (2016).

6.2.1.1 Sulfate Aerosol Chemistry and Micro-
physical Processes 

Six major processes are important for the formation and the 
life cycle of stratospheric sulfate aerosols: oxidation, nucleation, 
coagulation, condensation, evaporation, and sedimentation 
(Figure 6-3). These processes impact the total aerosol number 
concentration and size distribution, as well as the aerosol lifetime 
and radiative properties. Natural sources of stratospheric sulfuric 
acid (H2SO4) include oceanic and terrestrial emissions of carbon-
yl sulfide (COS) and dimethyl sulfide (DMS). COS is stable in the 
troposphere and is oxidized to form gaseous precursors of sulfate 
aerosols in the stratosphere. The main natural sources for the 
other stratospheric gaseous precursor, SO2, are large explosive 
volcanic eruptions and large forest fires. SO2 can be oxidized to 
H2SO4 and then condenses to form sulfate aerosols, which have a 
lifetime of 1–1.5 years in the stratosphere both under unperturbed 
conditions (Weisenstein et al., 2006; Mills et al., 2016) and with 

SAI (Heckendorn et al., 2009; Niemeier et al., 2011; English et 
al., 2012; Visioni et al., 2017a). In the stratosphere, new aerosols 
are mainly formed by the co-condensation of H2SO4 and water 
via binary homogeneous nucleation (e.g., Vehkamäki et al., 
2002). Low temperature, high relative humidity, and low particle 
SADs provide optimal conditions for homogeneous nucleation 
(Kremser et al., 2016). The primary nucleation regions within the 
stratosphere are the tropical tropopause layer (TTL) region and 
the polar middle stratosphere. The location and amount of any 
SAI application impacts the speed of the nucleation processes. 
Particle growth of newly formed aerosols occurs mainly through 
coagulation, particle collision, and condensation. The growth 
due to condensation of H2SO4 vapor on particles is mainly con-
trolled by H2SO4 concentrations and occurs throughout the life 
cycle of the stratospheric aerosol particles. Coagulation is most 
effective between fine (aerosol radius r < 0.01 μm) and coarse (r > 
1 μm) particles (Seinfeld and Pandis, 2007), as large particles have 
a large surface and are a good target for smaller particles. This be-
havior has consequences for SAI. In contrast to sporadically erupt-
ing large volcanoes, SAI requires continuous injections to sustain 
an aerosol layer over many years. The consequent formation of 
new fine particles occurs in regions populated by particles from 
previous injections. In such conditions, coagulation becomes the 
dominant microphysical process affecting aerosol size, especially 
for continuous injections (Heckendorn et al., 2009). Injections 
over short time periods and small areas (e.g., one grid box) con-
fine small freshly nucleated particles to a smaller region (in time 
and space). This reduces the relevance of coagulation, resulting 
in smaller particles (Niemeier and Timmreck, 2015). In any case, 
the particle size becomes larger with increasing injection rate as 
freshly formed particles coagulate and sulfur condenses on larger 
existing particles (Weisenstein et al., 2022).

The main removal processes for stratospheric aerosols 
are sedimentation of large particles and evaporation in warmer 
regions of the stratosphere above 32 to 35 km (Kremser et al., 
2016). The evaporated gases may later re-nucleate and re-con-
dense in cold stratospheric areas, mostly at high latitudes and 
high altitudes, after being transported within the BDC (see 
Section 6.2.1.2). Sedimentation or gravitational settling through 
the tropopause depends strongly on particle size, as well as the 
local vertical updraft velocity, which counters sedimentation. In 
regions with strong vertical advection, such as the tropical pipe, 
both vertical advection and sedimentation play important roles in 
the resulting particle number and size. Thus, Earth system models 
(ESMs) have to accurately model the transport processes, as well 
as growth processes, of aerosols. The resulting aerosol particle 
size distribution influences the aerosol optical properties (for 
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both solar and terrestrial radiation), the residence time, and the 
dispersion and transport of the aerosols.

6.2.1.2 Transport
Sulfur injected into the lower stratosphere is transported 

zonally with strong stratospheric winds and vertically and merid-
ionally by the BDC, which is a large hemispheric circulation with 
an ascendant branch in the tropics and subsidence over the poles 
at high latitudes (Figure 6-3). In the extratropics, poleward mo-
tion dominates, with fast meridional mixing in the “surf zone” in 
the lower stratosphere (15 to 30 km altitude) and a slower merid-
ional motion above. The surf zone is bounded by transport barri-
ers around the winter polar vortex and in the subtropics (Butchart, 
2014). Equatorial injections into the lower part of the tropical 
stratosphere result in the transport of aerosols towards the poles 
and mixing in the surf zone leads to a globally distributed aerosol 
layer. The main descending branch at high latitudes in the winter 
hemisphere (and the related transport out of the stratosphere), is 
a sink for the sulfate aerosols. In the wintertime, the air in the polar 
vortex is isolated, so sulfate aerosols reach the poles in spring and 
summer only after the breakdown of the polar vortex.

The resulting aerosol distribution differs with the location of 
the injection and the injection strategy (Heckendorn et al., 2009; 
Pierce et al., 2010; Niemeier et al., 2011; English et al., 2012; 
Tilmes et al., 2017). The injection of sulfur into the ascending 
branch of the BDC in the tropics results in the longest sulfate life-
time and global coverage. Injections at high latitudes result in a 
much shorter lifetime, and the aerosol is mostly confined to the 
hemisphere of injection (Robock et al., 2008a, Jones et al., 2017). 
The subtropical transport barriers hinder exchange between the 

hemispheres. Therefore, continuous injections poleward of ~30° 
latitude in one hemisphere will result in the transport of only a 
small amount of aerosol into the other hemisphere (e.g., Tilmes 
et al., 2017). Within the equatorial tropics, wind patterns are 
determined by the Quasi-Biennial Oscillation (QBO), a pattern 
of strong easterly or westerly jets, which change direction with a 
phase of roughly two years. The heating of the stratosphere from 
aerosols can alter the QBO and with that other transport patterns 
(see Section 6.3). It is impossible to create a persistent regional 
stratospheric sulfate layer over only a small region or a single 
country because of the nature of stratospheric transport.

6.2.1.3 Interaction with Radiation
Sulfate aerosols scatter solar (shortwave [SW]) radiation and 

absorb at terrestrial (i.e., infrared [IR] and near-IR) wavelengths. 
The addition of sulfate aerosols in the stratosphere therefore caus-
es an intentional cooling of the troposphere as a result of reduced 
incoming SW radiation and an unintentional warming in the lower 
stratosphere through the absorption of IR and near-IR radiation 
(Timmreck and Graf, 2006; Aquila et al., 2014). This results in 
a change in the temperature gradient within the stratosphere 
and troposphere. For a realistic size distribution of stratospheric 
aerosols, as determined from observations following volcanic 
eruptions, scattering of sunlight is most efficient for aerosols 
with effective radii between 0.3 and 0.4 µm; aerosols below 0.1 
µm and above 1 µm are inefficient at interacting with radiation at 
solar wavelengths (Mie, 1908; Dykema et al., 2016). Absorption 
of terrestrial radiation increases strongly for sulfate aerosols 
larger than 1 µm owing to increases in the imaginary part of the 
refractive indices at these wavelengths (Laakso et al., 2022). 

Figure 6-3. Life cycle of stratospheric sulfate, relevant aerosol microphysical processes, and stratospheric transport processes. 
[Adapted from Kremser et al., 2016.]



Chapter 6

344

For reference, stratospheric aerosol effective radii, observed at 
Laramie, Wyoming (USA), were in the range of 0.1 to 0.15 µm 
before the Mount Pinatubo eruption and around 0.4 to 0.5 µm 
one year after the eruption (Kleinschmitt et al., 2017; Deshler et 
al., 2019). For SAI, the resulting effective radii of aerosols depend 
on the injection strategy, varying between 0.2 and 0.6 µm for in-
jection rates between 2 and 100 Tg SO2 yr–1 (Kleinschmitt et al., 
2018; Laakso et al., 2022).

Radiative forcing provides a useful metric for assessing the 
magnitude of the climatic response from a particular perturba-
tion, as the temperature response to a perturbation is approx-
imately proportional to its forcing (IPCC, 2021). Following the 
IPCC definition, the effective radiative forcing (ERF) is the change 
in net (solar plus terrestrial) irradiance at the top of the atmo-
sphere (TOA) caused by the stratospheric aerosol as measured in 
W m–2 after the stratosphere has adjusted to radiative equilibrium. 
General circulation models (GCMs) using prescribed sea surface 
temperatures (SSTs) calculate ERF as an estimate of the TOA ra-
diative imbalance. For simply comparing the effects of different 
sulfate distributions, models are able to internally calculate the 
radiative forcing of the sulfate for each model time step: the radi-
ation module performs a second calculation without considering 
stratospheric aerosols. In this way, the instantaneous radiative 
forcing (IRF) of the aerosol can be determined without consider-
ing the impacts of adjustments on climate. IRF is not directly com-
parable to the radiative forcing changes derived from ESMs that 
are coupled to an ocean module, as they include adjustments of 
stratospheric and surface temperatures.

The effectiveness of SAI varies with season and latitude 
because it depends on the amount of incoming solar radiation. 

Therefore, very little SW reduction is expected from SAI at high 
and mid-latitudes in winter, while more continuous radiative 
changes occur in the tropics. In contrast, the radiative forcing of 
greenhouse gases (GHGs) varies only a little with latitude as it is 
mostly caused by absorption of terrestrial radiation, which is less 
dependent on the season (Govindasamy and Caldeira, 2000; 
Kravitz et al., 2011). GHG temperature impacts also have a differ-
ent vertical profile compared to that from SAI due to the heating of 
the sulfate aerosols in the lower stratosphere (Ferraro et al., 2014; 
Henry and Merlis, 2020). Therefore, uniformly applied SAI across 
the globe does not completely offset the warming of GHGs, and 
residual warming still occurs, particularly at high latitudes.

Secondary feedbacks, such as modifications in the concen-
tration of stratospheric water vapor and ozone due to SAI, may 
also affect the overall radiative forcing. A stratospheric water vapor 
increase, produced by the warming of the lower stratosphere and 
the tropopause, would have a positive radiative effect (Richter et 
al., 2017; Krishnamohan et al., 2019; Huang et al., 2020; Visioni 
et al., 2021b). The stratospheric lifetime of methane (CH4) and its 
concentration may also be affected by tropospheric and strato-
spheric hydroxyl radical (OH) changes. Both contributions would 
result in a minor positive forcing that would offset only a fraction 
of the large negative forcing produced by the aerosols (Visioni et 
al., 2017a).

6.2.2 Model Uncertainties and Simulated 
Global Radiative Forcing and Surface 
Temperature Response to SAI

Variations in modeled radiative forcing and surface tem-
perature response to SAI arise from differences in the simulated 

Figure 6-4. (a, e) The concentration of total sulfur (gas and aerosols), (b, f) surface area density (SAD), (c, g) light extinction, and 
(d, h) effective radius, averaged zonally and over time, as simulated with the CESM (WACCM) (a–d) and MAECHAM5-HAM (e–h) 
models. In both models, 10 Tg SO2 yr–1 is continuously injected into two single grid boxes at 30°N and 30°S at an altitude of 18–21 
km. [Adapted from Weisenstein et al., 2022.]
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Figure 6-5. Radiation and temperature response from different Earth system model simulations of the GeoMIP scenario G6sulfur 
(medium SAI) and of CESM1 (WACCM) simulations in the GLENS (strong SAI) scenario. The injection rate is in Tg SO2 yr–1 (after 
Visioni et al., 2021a). (a) Globally averaged top-of-the-atmosphere all-sky radiative forcing (which includes the response of all 
ESM components) normalized by the SO2 injection rates. (b) Annual mean global surface temperature anomaly normalized by the 
SO2 injection rates. A five-year running mean has been applied to the results. (c) Injection rate of SO2 needed to cool the globally 
averaged surface temperature by 1 K. 
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sulfate aerosol geographic distribution and particle size, which 
result from details of the injection strategy and the complex and 
nonlinear interplay between transport, oxidation chemistry, and 
microphysical processes (Section 6.2.1). Most existing climate 
models neglect at least some of the couplings between these 
processes, and variations across models in what processes are 
accounted for may also feed back onto impacts on chemistry and 
ozone. First, we outline the range of existing stratospheric aero-
sol descriptions in models and the differences in their complexity 
that contribute to the uncertainty in our understanding of the ef-
fects of SAI on stratospheric ozone. After that, an assessment of 
the range of changes in radiative forcing and surface temperature 
from different GCMs is given.

6.2.2.1 Aerosol Representation in Models, 
Complexity, and Uncertainties

The simplest way to approximate the effects of SAI in models 
is to turn down the solar constant. However, the impacts of these 
global solar dimming experiments differ substantially from SAI 
applications using sulfate aerosols. Besides resulting in very dif-
ferent climate outcomes, these experiments do not consider the 
increase in stratospheric SAD and do not simulate the associated 
chemical effects. Furthermore, in contrast to SAI, solar dimming 
does not heat the lower tropical stratosphere (Niemeier et al., 
2013; Kalidini et al., 2015; Irvine et al., 2017; Jones et al., 2021); 
hence, the effect on stratospheric ozone is quite different from 
simulations where aerosols are added to the stratosphere (see 
Section 6.3). Slightly more complicated approaches prescribe a 
thin stratospheric aerosol layer at a constant geopotential height 
(Krishnamohan et al., 2019) or scale aerosol microphysical and 
optical properties via imposed aerosol optical depth (AODs), 
taken from aerosol microphysical simulations or observations 
after the Mount Pinatubo eruption. In this case, the models sim-
ulate aerosol radiative interactions and climate impacts but no 
feedback on particle transport and chemistry (e.g., Niemeier et 

al., 2013; Ferraro et al., 2015). The next step up in complexity is 
an online representation of bulk aerosol properties via single-mo-
ment schemes: this accounts for the transport of aerosol mass 
but not for the evolution of the aerosol size distribution, which is 
prescribed (e.g., Jones et al., 2017). Much more complex aero-
sol parameterizations describe processes such as nucleation, 
condensation, and coagulation and include explicit treatment of 
both aerosol mass and number distributions assuming lognormal 
distributions (e.g., Mills et al., 2016; Niemeier and Timmreck, 
2015). The most general, but computationally expensive, repre-
sentations of aerosol properties are size-resolving sectional aero-
sol schemes, which often use a high number of size bins with fixed 
widths (Kokkola et al., 2009; English et al., 2012; Kleinschmitt et 
al., 2018; Laakso et al., 2022). 

Different aerosol microphysical parameterizations can result 
in significantly different aerosol distributions and radiative forc-
ing. Comparisons of two different aerosol microphysical schemes 
within one GCM (Laakso et al, 2022), a modal scheme with four 
sulfate modes and a sectional scheme with ten bins, indicate that 
the modal scheme requires a roughly five-times-larger sulfur injec-
tion than the sectional scheme to reduce the radiative forcing to 
preindustrial levels by the end of the century (see Section 6.2.3).

Differences in simulated transport also have an impact on 
the resulting sulfate concentrations. Figure 6-4 shows results 
from two GCMs that apply the same SAI strategy (Niemeier et 
al., 2020). Both models are coupled to modal aerosol schemes. 
The model with the strongest vertical uplift results in an aerosol 
concentration twice as large as in the model with weaker vertical 
uplift (compare Figure 6-4a and e). The stronger vertical uplift 
also results in larger SAD and light extinction and larger effective 
radii (Figure 6-4b–d, f–h), with consequences for aerosol light 
scattering efficiency and heterogeneous chemistry.

The interaction between the injected sulfur and other strato-
spheric chemical components can also impact the simulated 
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results of SAI (Richter et al., 2017). For example, a decrease in 
stratospheric ozone and the associated relative cooling owing to 
reduced absorption of UV radiation partially counters the warm-
ing due to the aerosols. This influences stratospheric dynamics 
and causes a different dynamical response, including in the QBO, 
compared to a model with prescribed ozone concentrations 
(Brenna et al., 2021; Franke et al., 2021), and this can also affect 
the ozone concentration (Section 6.3.2.2). The understanding of 
these interactions is still limited. Also, the complexity and treat-
ment of chemical processes in different models affect the sim-
ulated impacts on other chemical species such as OH and CH4 
(Visioni et al., 2017b), which in turn affect ozone. The omission 
of very-short-lived halogen species in models may lead to an un-
derestimation of the impacts of SAI on ozone (Tilmes et al., 2012). 
Other model shortcomings include missing processes or interac-
tions, such as how aerosols from SAI might affect cirrus clouds as 
they settle out of the stratosphere (Visioni et al., 2022). An over-
view of model improvements needed to narrow uncertainties in 
SAI is summarized in Eastham et al. (2021).

6.2.2.2 Simulated Surface Temperature and 
Radiative Forcing

The aim of SAI is to reduce temperatures at the Earth’s surface 
to reduce the risk of climate change through a small reduction in 
the amount of solar radiation reaching the surface. Figure 6-5 
shows the cooling per mass of SO2 injected in SAI simulations in 
six different Earth System models (ESMs) under the medium and 
strong SAI scenarios (Figure 6-2). For the medium SAI scenario, 

not all models used the same injection strategy; some models in-
jected sulfur between 10°N and 10°S and between 18 and 20 km, 
while CESM2-WACCM injected at the equator at around 25 km 
altitude. Some models simulated the sulfate evolution with inter-
active stratospheric aerosol microphysics, while other models 
used an imposed sulfate distribution that had been calculated 
using a GCM coupled with a microphysical aerosol module (see 
Visioni et al., 2021a, for details). Some models included inter-
active stratospheric chemistry, while others did not. Differences 
across the models in radiative forcing efficiency (forcing per inject-
ed unit mass) and efficiency of temperature reduction are largest 
for smaller simulated injection amounts (<20 Tg SO2 yr–1; Figure 
6-5a, b) and somewhat smaller for larger injections. The forcing 
efficiency ranges from –0.04 to –0.1 W m–2 per Tg SO2 yr–1 and the 
temperature efficiency from –0.04 to –0.14 K per Tg SO2 yr–1 for 
an injection of 20 Tg SO2 yr  –1. This implies that sustained injec-
tion rates of 8–16 Tg of SO2 yr–1 would be needed in order to cool 
the Earth by 1 K (Figure 6-5c; Visioni et al., 2021a). This range in 
the amount of sulfur that would be injected annually in this SAI 
scenario is approximately equal to the observationally-based esti-
mate of the mass of sulfur injected into the stratosphere by Mount 
Pinatubo in a single event in 1991.

6.2.3 Sensitivities of Aerosol Distribution 
to Injection Strategy and Consequences for 
Radiation

Various SAI strategies have been studied with models that 
include aerosol microphysical processes. Different injection 

Figure 6-6. (a) Globally averaged sulfur burden for varying injection rates based on simulations in different models (after Niemei-
er and Timmreck, 2015). M1: results of Niemeier and Timmreck (2015) for injections of SO2 at the equator (5°N, 120°E) at altitudes 
of 19 km and 24 km. M2: injections of SO2 between 5°N and 5°S at an altitude of 20 km and between 30°N and 30°S between 
altitudes of 20 and 25 km (English et al., 2012). M3: same injection method as M2, but results after Pierce et al. (2010). (b) Inter-
nally derived stratospheric instantaneous aerosol radiative forcing (IRF) at the top of the atmosphere scaled per mass of injected 
SO2, based on three GCMs (Niemeier and Schmidt, 2017; Kleinschmitt et al., 2018; Laakso et al., 2022) and one ESM (Tilmes et 
al., 2018a). All models include aerosol microphysical processes. IRF is calculated as the difference between two calls to the mod-
el radiation scheme, one including and one excluding sulfate aerosols, and does not allow the stratosphere to equilibrate to the 
new radiative equilibrium. While IRF is a measure of the change in radiative balance caused by the aerosols, it cannot be directly 
translated into surface temperature changes because it does not include the additional longwave radiation that is retained by a 
warmer stratosphere, which negates part of the cooling produced by aerosol scattering.
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strategies result in different spatial aerosol distributions and parti-
cle sizes and consequently cause different impacts on climate and 
ozone. The following subsections give an overview of the sensi-
tivity of the aerosol distribution to SAI injection strategy using 
GCMs coupled to aerosol microphysical modules and using fixed 
sea surface temperatures (SST). These studies used continuous or 
pulsed injections of a constant mass rate (Tg yr–1) at different alti-
tudes and locations. Consequences for the impact on ozone are 
given in Section 6.3.2 and Table 6-2.

6.2.3.1 Sensitivity to Increasing Injection Rates 
Increasing injection rates result in a sublinear increase of 

the globally averaged sulfate aerosol burden (i.e., diminishing 
returns), as shown in Figure 6-6a. The four models agree quite 
well on the factor of increase (times ~1.8 for a doubling of the in-
jection rate). Comparing the instantaneous radiative forcing (IRF) 
of four different studies shows a much wider spread in the model 
results (Figure 6-6b). The IRF efficiency (forcing gain per injected 
mass unit) ranges between –0.09 and –0.26 W m–2 per Tg SO2 yr–1 
for an injection of 20 Tg SO2 yr–1. The resulting forcing of 20 Tg 
SO2 yr–1 would therefore be between –1.8 and –5.2 W m–2, which 
shows that the forcing produced by a given injected mass of sulfur 
is currently very uncertain. 

The models consistently show that the forcing efficiency 
decreases exponentially with increasing injection rate (Niemeier 
and Timmreck, 2015); e.g., quadrupling the injection of the most 
efficient model from 10 to 40 Tg SO2 yr–1 decreases the forcing per 
unit mass from 0.33 to 0.2 W m–2 per Tg SO2 yr–1. This behavior 
results from the increase in particle size with increasing injection 
rate (Section 6.2.1.1), producing aerosols with a less optimal size 
for scattering sunlight, increased absorption of terrestrial radia-
tion, and a greater sedimentation rate through the tropopause 
and therefore reduced effectiveness (Heckendorn et al., 2009; 
Pierce et al., 2010; English et al., 2012; Niemeier and Timmreck, 
2015). One main reason for the larger differences between aero-
sol forcing and mass is the difference in simulated particle sizes 
in models, as shown by the light blue curves in Figure 6-6a and 

b, simulated with the same GCM, but different microphysical 
parameterizations. Diminishing returns may have important con-
sequences that influence the efficacy of any SAI strategy: to offset 
more forcing, relatively more injected mass is needed, producing 
more heating in the tropical stratosphere with larger impacts on 
stratospheric ozone and climate.

6.2.3.2 Sensitivity to Injection Altitude
Several studies have shown that the cooling efficiency of 

stratospheric aerosols is larger for injections into tropical re-
gions at altitudes well above the tropopause (around 25 km or 
30 hPa in tropical regions) than at lower altitudes closer to the 
tropopause (around 20 km or 75 hPa; e.g., Jones et al., 2017; 
Niemeier and Timmreck, 2015; Tilmes et al., 2017, 2018b). This 
is because injection at higher altitudes prevents the fast removal 
of aerosols and their precursors, and it allow aerosols to reach 
even higher altitudes through the vertical updraft of the BDC. 
For tropical injections, the global sulfate burden increases by 
30–50% when the injection altitude is increased by 5 km (Figure 
6-6a). However, this is not true for all SAI injection strategies such 
as injections outside the tropics (Niemeier and Schmidt, 2017; 
Laakso et al., 2022; see Table 6-1 for altitude dependency), be-
cause the injection location influences the simulated meridional 
distribution of the aerosols, which also depends on the injection 
amount. Injections at higher altitudes may be more efficient in 
terms of radiative forcing but are not necessarily more desirable 
for ozone. High-altitude injections have a larger impact on ozone 
via the catalytic nitrogen cycle, which dominates in the middle 
stratosphere. With lower altitude injections, a more concentrated 
aerosol distribution closer to the tropopause results in stronger 
heating in the tropical stratosphere, with consequences for trans-
port and stratospheric water vapor changes (Tilmes et al., 2018b).

6.2.3.3 Dependency on Injection Latitude for 
Point Injections

The globally averaged sulfur burden is maximized for aerosol 
injections in the inner tropics (i.e. in the vicinity of the equator) 

Figure 6-7. (a) Zonally averaged sulfur burden in two different models for three different injection rates, for runs where SO2 was 
injected continuously into one grid box at the equator (after Niemeier et al., 2020). (b) Zonally averaged sulfate burden in three 
different models with 10 Tg SO2 yr–1 injections employing three different strategies: 2 grid boxes at 30°N and 30°S, a belt be-
tween 30°N and 30°S along the equator (region; after Weisenstein et al., 2022), and at four different grid points: 30°N, 15°N, 
15°S, 30°S (GLENS four-point; after Tilmes et al., 2018a). 

(a) Injection at the equator (b) Different injection areas (10 Tg SO2 yr–1)
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(Jones et al., 2017; Niemeier and Schmidt, 2017; Tilmes et al., 
2018b; Franke et al., 2021). However, this might not be the op-
timal injection strategy because the tropical confinement of the 
aerosols causes a local burden maximum in the tropics (Figure 
6-7a). Injections outside the inner tropics have been simulated 
in recent studies targeting changes beyond global mean surface 
temperature, including pole-to-equator and inter-hemispher-
ic temperature gradients (e.g., Kravitz et al., 2017). Figure 
6-7b shows results of simultaneous two point-like injections at 
30°N and 30°S of a total of 10 Tg SO2 yr–1 (Franke et al., 2021; 
Weisenstein et al., 2022). The injection outside of the subtropical 

transport barrier reduces the sulfate aerosol transport into the 
tropics and therefore results in a minimum aerosol burden in 
the tropics (Figure 6-7b). The global coverage of the aerosols 
is more homogenous for injections in the outer tropics, and this 
reduces tropical heating of the sulfate aerosols due to less equa-
torial confinement (Kravitz et al., 2019). Consequently, surface 
cooling is spatially more even, and the increase of stratospher-
ic water vapor, as well as the impact on the QBO, are reduced 
(Aquila et al., 2014; Niemeier and Schmidt, 2017; Richter et al., 
2017; Franke et al., 2021).

Table 6-1. Estimates of globally averaged top-of-the-atmosphere sulfate radiative forcing from different studies. The results are 
grouped based on whether the studies focused on responses to injection at specific altitudes, longitudinal areas, or a zonal area, 
the use of regional and point injections, pulsed injections, and the use of stable injections versus a feedback control strategy. Injec-
tion rates refer to the total stratospheric injections per year. 

Study Injection rate
(Tg S yr–1)

W m–2 W m–2 W m–2 Net (SW+LW)
or SW only

Altitude Low (<20km) Middle (~20km) High (>20km)

Kleinschmitt et al., 2018 10 one-lon,  2° N – 0° S –1.5 –1.8 –1.5 Net (SW+LW)

Laakso et al., 2022 5 band, 10° N – 10° S, sectional aer. model –3.26 –3.29 –3.79 Net (SW+LW)

Laakso et al., 2022 5 band, 10° N – 10° S, modal aer. model –1.75 –1.33 –1.59 Net (SW+LW)

Niemeier and Timmreck, 2015 10 one-lon, 2.8° N to Eq −2.03 −3.02 Net (SW+LW)

Niemeier and Timmreck, 2015 10 one-lon, 30° N to 30° S −1.81 −2.76 Net (SW+LW)

Niemeier and Schmidt, 2017 10 one-lon, 2.8° N to Eq –1.78 –1.92 Net (SW+LW)

Vattioni et al., 2019 1.87 band, 15° N – 15° S, 20 km –0.96 –1.22 SW

Longitudinal area Narrow (<10°) Middle Broad (>50°)

Kleinschmitt et al., 2018 10 one-lon –1.5 –1.5 Net (SW+LW)

Laakso et al., 2022 5 band, sectional model –3.81 –3.29 –3.09 Net (SW+LW)

Laakso et al., 2022 5 band, modal model –1.21 –1.33 –1.53 Net (SW+LW)

Niemeier and Timmreck, 2015 10 one-lon −2.03 −2.06 −1.81 Net (SW+LW)

Vattioni et al., 2019 1.87 band –0.96 –0.93 –1.00 SW

Zonal area One-lon Band over 
longitudes

Laakso et al., 2022 5 2° N – 2° S, 21 km, sectional aer. model –4.13 –3.81 Net (SW+LW)

Laakso et al., 2022 5 2° N – 2° S, 21 km, modal aer. model –1.96 –1.21 Net (SW+LW)

Niemeier and Timmreck, 2015 10 2.8° N to 0°, 19 km −2.03 −1.79 Net (SW+LW)

Vattioni et al., 2019 1.87 3.75° N –  3.75° S, 20 km –1.51 –0.96 SW

Regional / point injections (30° S – 30° N, band) / (30° S and 
30° N one-lon)

Region 2-model grid 
points

Weisenstein et al., 2022 5 Model: CESM2(WACCM) –2.4 –2.2 Net (SW+LW)

Weisenstein et al., 2022 5 Model: MAECHAM5-HAM –0.8 –1.1 Net (SW+LW)

Weisenstein et al., 2022 5 Model: SOCOL-AER –1.6 –1.7 Net (SW+LW)

Pulsed Low rate (2 yr–1) High rate (≥6 yr–1) Continuous

Kleinschmitt et al., 2018 10 one-lon,  2° N – 0° S, 17 km –1.6 –1.5 Net (SW+LW)

Laakso et al., 2022 5 band, 10° N – 10° S, sectional model –4.36 –3.58 –3.29 Net (SW+LW)

Laakso et al., 2022 5 band, 10° N – 10° S, modal model –2.08 –1.36 –1.33 Net (SW+LW)

Heckendorn et al., 2009 5 band, 5° N – 5° S, 20 km –1.64 –1.29 –1.06 SW

Vattioni et al., 2019 1.87 10° N –  10° S, 20 km –1.51 –0.96 SW

Stable injections / Feedback-control strategy (GLENS) Region GLENS

( Weisenstein et al., 2022 / 5 30° S – 30° N, band / Feedback-control –2.4 –2.16 Net (SW+LW)

Tilmes et al., 2018b (GLENS) ) 25 30° S – 30° N, band / Feedback-control –7.1 –7.21 Net (SW+LW)
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6.2.3.4 Dependency on Single Points / Regional 
Injections (Area)  

Whether the injection of sulfur is concentrated in one area 
or distributed across different locations plays a crucial role for the 
simulated burden and radiative forcing. Injections into a larger 
region, between 30°S and 30°N and over all longitudes (solid 
lines in Figure 6-7b), still produce a peak in the aerosol column 
burden over the equator, but the peak is smaller than for injec-
tions at one grid point at the equator (Figure 6-7a). Many mod-
els (Heckendorn et al., 2009; Niemeier and Timmreck, 2015; 
Vattioni et al., 2019; Laakso et al., 2022) agree that injections 
into one grid point in the inner tropics result in less coagulation 
and therefore smaller particles than injections into multiple grid 
points, either along the equator (see “zonal area” group of stud-
ies in Table 6-1) or over multiple latitudes toward the extratropics 
(“longitudinal area” group of studies in Table 6-1). This results in 
slower removal (i.e., larger burden) and larger radiative forcing. 
However, the impact of widening the injection area latitudinally 
is not consistent across models, with disagreements on what is 
the most effective approach. This is because of inconsistencies in 
the injection locations among simulations or differences in repre-
senting stratospheric dynamical processes (e.g., the QBO) across 
models. 

6.2.3.5 Dependency of Injection Timing
Studies agree that pulsed injections into the tropics, e.g., 

injections over one month twice a year, result in stronger radiative 
forcing per injected mass than continuous injections (see “pulsed” 
group of model runs in Table 6-1). Continuous sulfur injections 
lead to a continuous formation of sulfuric acid (H2SO4) and a con-
tinuous supply of freshly nucleated small particles (Heckendorn 
et al., 2009). These coagulate with larger particles, leading to the 
quicker formation of large particles and a shift of the aerosol size 
distribution to larger effective radii. Aerosols that grow to larger 
than the optimal optical size (Section 6.2.1.3) scatter sunlight less 
efficiently and are removed faster from the stratosphere owing to 
higher sedimentation rates. Pulsed injections reduce the forma-
tion of freshly nucleated small particles to a short period in time, 
consequently forming an aerosol size distribution with smaller 
effective radii. These processes also explain the higher efficiency 
in terms of radiative forcing per injected mass for single grid point 
injections compared to injections along several longitudes.

 SAI aims to reduce incoming solar radiation, which is the 
largest for overhead sun and is dependent on the length of day. 
Injecting into the region where the sun reaches the zenith can lead 
to stronger radiative forcing at mid-latitudes and weaker radiative 
forcing in the tropics. This may result in a 5–60% stronger global 
mean forcing per emitted mass (Laakso et al., 2017, 2022). Visioni 
et al. (2019) found that injections at 15° latitude in the spring of 
the corresponding hemisphere result in the largest reductions in 
incoming solar radiation per mass injected.

6.2.3.6 Gaseous Versus Particulate Injection
Aerosol mass and size distributions with SAI are also depen-

dent on whether the SAI strategy prescribes the injection of accu-
mulation-mode H2SO4 aerosol or gas-phase SO2 (Vattioni et al., 
2019; Franke et al., 2021; Weisenstein et al., 2022). Increasing 
the rate of SO2 injections increases particle size, which, as noted 
above, decreases stratospheric aerosol lifetime and radiative 

forcing efficiency (Section 6.2.3.1). This problem could be com-
bated by directly injecting optimally sized accumulation-mode 
particles. It has been suggested that if H2SO4 or SO3 (sulfur triox-
ide) vapor are were released into an aircraft wake,  nucleation and 
coagulation in the confined plume would result in a distribution 
of sulfate particles in the accumulation size range (0.05–0.2 μm 
radius; Pierce et al., 2010; Benduhn et al., 2016; Vattioni et al., 
2019). Due to their coarse horizontal resolution, GCMs are not 
able to simulate the rapid initial formation of accumulation-mode 
sulfate particles after the injection of H2SO4 vapor. Therefore, 
in these simulations the injection of H2SO4 is modeled as direct 
injection of SO4 (sulfate) aerosol into the accumulation mode 
(Vattioni et al., 2019). Results from three GCMs consistently show 
a higher aerosol burden and smaller particle sizes for injections of 
accumulation-mode SO4 compared to SO2 considering different 
injection strategies and models (Weisenstein et al., 2022). The 
higher aerosol concentration causes a stronger impact on strato-
spheric dynamics, but less H2SO4 injection would be necessary 
to achieve the same climate impact. All three models show a 
reduced increase in particle size with increased injection rate if 
using accumulation-mode SO4 injections.

6.2.4 Summary of SAI Processes and Model 
Uncertainties

Many processes that determine the effects of SAI on both 
the climate and ozone are often simplified or missing from climate 
models. This includes the coupling of chemistry, aerosols, and 
radiation, as well as aerosol microphysical processes. Simplified, 
and therefore computationally cheaper, aerosol schemes are 
used for centennial simulations in ESMs. A more detailed repre-
sentation of the life cycle of sulfate would require computationally 
expensive sectional microphysical modules. In addition, the grid 
resolution of current global models is far too coarse to simulate 
processes that take place right after an injection from a small pipe 
of an aircraft or other delivery system; instead, injections are as-
sumed to occur uniformly into one model grid box. An additional 
shortcoming is the representation of aerosol-cloud interactions, 
in particular the impact of the injected material on cirrus clouds. 

Besides differences in physical processes, another major 
reason for the disagreement across models in simulated aerosol 
burden and radiative forcing is the different representation of 
large-scale dynamic processes in the stratosphere. For example, 
different horizontal and vertical grid resolutions result in different 
grid-box mean vertical velocities within the models, even without 
SAI. Those differences, in addition to specifics of the aerosol mi-
crophysics schemes in the model, result in different aerosol size 
distributions, which induce different amounts of heating, vertical 
lifting, and sedimentation. Consequently, the models react differ-
ently to the varying injection strategies. 

Despite these uncertainties, the models consistently show 
that increasing injection rates result in diminishing returns for 
both aerosol burden and radiative forcing, as well as an expo-
nential decrease in radiative forcing efficiency. There is also gen-
eral agreement that the global coverage of the aerosols is more 
homogenous for injections outside of the immediate equatorial 
band than for injections close to the equator. Nevertheless, there 
is poor agreement between the models on the amount of sulfur 
needed to achieve cooling of the Earth’s global mean tempera-
ture by 1 °C. This relates both to the SAI-induced radiative forcing 
response in models and to differences in the climate sensitivity of 
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ECMs, which strongly influence the simulated global mean tem-
perature change under climate scenarios without SAI (see also 
Figure 6-1).

6.3 IMPACTS OF SAI USING SULFATE ON 
STRATOSPHERIC OZONE, CHEMISTRY, 
TRANSPORT 

In this section, we assess the relevant processes driving SAI 
impacts on ozone. We identify differences in the impacts of SAI 
(using sulfate, or its precursors) on stratospheric ozone under spe-
cific SAI strategies (Section 6.1.3) as projected in recent climate 
modeling studies. Here, the effects of SAI on stratospheric ozone 
are mostly based on comparisons of simulations with and without 
SAI. 

6.3.1 Effects of SAI on Stratospheric 
Chemistry 

As evidenced from explosive volcanic eruptions (e.g., 
Solomon, 1999), enhancements of the stratospheric sulfate aero-
sol layer from continuous SAI would result in elevated aerosol sur-
face area density (SAD), which directly influences chemical pro-
duction and loss of stratospheric ozone through heterogeneous 
reactions and their impact on catalytic ozone cycles (Figure 6-8, 
middle row). The SAD amounts and geographic distributions 
depend on the details of the injection strategy, including altitude 
above the tropopause, latitudinal injection location, and the sea-
sonality of injections (Section 6.2).

One effect of enhanced stratospheric SAD is increased ni-
trogen pentoxide (N2O5) hydrolysis at the interface of the liquid 
acidic sulfate particles, resulting in the production of nitric acid 
(HNO3): (N2O5 + H2O(aq) → 2 HNO3). HNO3 is a low-reactive ni-
trogen reservoir; therefore, the increase of HNO3 at the expense 
of nitrogen oxides reduces the catalytic ozone loss cycles (Fahey 
et al., 1993). The reactive nitrogen cycle is most important in the 
mid- and upper stratosphere (altitudes above 30 hPa; Figure 6-8, 
top row). The strongest reductions in ozone loss rates based on 
this cycle are therefore simulated for the upper part of the aerosol 
layer (with a peak around 15 hPa in the tropics; e.g., Tilmes et al., 
2017). These effects are present at all latitudes, with the largest 
importance in the tropical and mid-latitude stratosphere. Ozone 
loss rates from the reactive nitrogen cycle are reduced the most 
for high-altitude injection (Figure 6-8, green dashed versus solid 
lines). 

In the lower stratosphere, ozone loss cycles involving the re-
active chlorine (ClOx), bromine (BrOx), and hydrogen (HOx) fami-
lies are most important. An enhanced stratospheric SAD results in 
the activation of halogens from reservoir species such as chlorine 
nitrate (ClONO2) and hydrogen chloride (HCl) to chlorinated spe-
cies such as chlorine (Cl2) and hypochlorous acid (HOCl) via reac-
tions such as ClONO2 + H2O → HOCl + HNO3, ClONO2 + HCl 
→ Cl2 + HNO3, and HOCl + HCl → Cl2 + H2O. In the presence of 
sunlight, Cl2 and HOCl photolyze rapidly to form reactive halogen 
species that drive catalytic ozone-destroying reactions. Reactions 
with nitrogen dioxide (NO2) convert halogen and hydrogen rad-
icals back into reservoir species. Thus, the combined effect of 
activating halogens and reducing NO2 results in increased ozone 
loss via the halogen and HOx catalytic ozone loss cycles as a result 
of increased stratospheric SAD (Drdla and Mueller, 2012). These 

processes are most effective at temperatures lower than 200 K 
and are thus most efficient in the polar regions. 

The ozone loss cycles described above are strongly depen-
dent on the halogen and nitrogen loading in the atmosphere. 
Chlorine and bromine cycles are expected to be reduced with the 
projected future decline in halocarbon atmospheric abundances, 
and hence the role of these cycles in stratospheric ozone loss is 
expected to decrease. On the other hand, nitrous oxide (N2O) 
may become the dominant ozone-depleting substance in the fu-
ture (Ravishankara et al., 2009). The net effect of increased strato-
spheric SAD on the ozone column will depend on the balance of 
decreased net chemical production from hydrogen and halogen 
catalytic cycles versus the increased net chemical production 
from nitrogen oxide catalytic cycles (e.g., Xia et al., 2017). The 
altitude dependence of the importance of these cycles could re-
sult in changes in the vertical distribution of ozone even with small 
overall changes in the ozone column (Heckendorn et al., 2009 
Tilmes et al., 2017). 

Ozone loss cycles involving hydrogen oxide radicals (HOx) 
are important in both the lower and the upper stratosphere. 
Changes in the hydrogen cycles would be influenced not only by 
changes in NOx but also by SAI-induced changes to stratospheric 
water vapor (Richter et al., 2018; Tilmes et al., 2018b; Visioni et 
al., 2021b). This increase occurs due to the warming of the lower 
stratosphere and tropical tropopause layer (TTL) by the aerosols 
(see Section 6.2.2.1) and leads to an increase of HOx ozone loss 
cycles through the reaction H2O + O(1D) → 2OH. A secondary 
pathway for SAI to increase water vapor in the stratosphere is 
through an increase of the stratospheric methane lifetime and 
concentrations due to an increase in the transport of methane in 
the mid-stratosphere due to enhanced upwelling (Visioni et al., 
2017b). Water vapor increases are greater with injections at low 
altitudes than at high altitudes because the former lead to more 
concentrated sulfate mass closer to the tropopause and therefore 
enhanced heating of the tropopause, which leads to reduced 
dehydration in the TTL (Tilmes et al., 2017). Finally, the reactive 
oxygen cycles would also be perturbed in the tropical region due 
to changes in the air temperature from SAI, but this would pro-
duce a minor loss in ozone compared to other cycles. Combined 
net chemical ozone production rates show an increase most pro-
nounced in the mid-stratosphere tropics, and a decrease in the 
lower stratosphere, particularly at high latitudes, as well as in the 
upper stratosphere (Figure 6-8, right middle panel). 

At mid-latitudes, Robrecht et al. (2021) explored the im-
portance of a possible pathway through which increasing water 
vapor in the lowermost stratosphere during the North American 
summer monsoon season may increase ozone loss if conditions 
are cold and moist enough. As SAI would both warm and add 
water vapor to the layer where chlorine activation may happen, 
they found that less than 0.3% of ozone may be depleted through 
that pathway.

6.3.2 Effects of SAI on Ozone Via Changes in 
Stratospheric Dynamics and Transport

6.3.2.1 Large-Scale Impacts
In addition to the direct chemical effects produced by the 

increased SAD, an enhanced sulfate layer would also affect ozone 
through transport changes. These changes are predominantly 
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Figure 6-8. (top row) Chemical loss rates through different ozone loss cycles in two different SO2 injection simulations relative 
to a baseline simulation without SO2 injection. Values are annual averages of values between 30°N and 30°S and for the period 
2042–2049 for a high-altitude injection case—“High (dashed)”—injecting 24 Tg SO2 yr–1 at 30 hPa (~25 km altitude) and a low-al-
titude injection case—“Low (solid)”—injecting 32 Tg SO2 yr–1 at 70 hPa (between 19 and 20 km altitude), with annual injections di-
vided equally between 15°N and 15°S. The three panels show, from left to right, the latitudinal bands 60–90°S, 30°N–30°S, and 
60–90°N. (middle and bottom rows) Differences between the ensemble average of an SAI scenario in the GLENS modeling study 
for the period 2080–2089 and the control (RCP8.5) for the same period for zonally and annually averaged quantities: sulfate 
burden (middle left), aerosol surface area density (middle center), net chemical ozone production rate (middle right), temperature 
(bottom left), water vapor (bottom center), and zonal wind (bottom right). The lapse rate tropopause is indicated as a black line for 
the control and a blue line for the SO2 injection cases. Yellow dots indicate injection locations. [From Tilmes et al., 2021.]
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induced by two processes: the heating of the tropical lower 
stratosphere and the cooling of the surface caused by the re-
duced incoming shortwave radiation. The magnitude of this 
lower-stratospheric heating depends on the sulfate mass and 
therefore the amount of sulfate injected. It is somewhat depen-
dent on the latitudinal aerosol distribution, which is determined 
by the injection strategy (e.g., Richter et al., 2017). For example, 
in simulations using CESM1 (WACCM), equatorial injections have 
been shown to result in larger tropical stratospheric heating 

compared to injections outside the equator (Kravitz et al., 2019), 
and low-altitude injections have been shown to heat the tropo-
pause more than high-altitude injections (Tilmes et al., 2017). The 
effect of SAI on stratospheric temperature anomalies in the tropi-
cal lower stratosphere shows a quasi-linear relationship to aerosol 
optical depth (AOD; Figure 6-9). Models show a large spread 
in the stratospheric warming produced by aerosols: an increased 
optical depth of 0.1 results in a warming of 2.8 ± 1.6 °C (range 
between 0.8 and 4.9 °C for the G6sulfur runs done with GeoMIP 
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models and in runs with CESM1(WACCM) in the GLENS simula-
tions. This translates into an approximate tropical lower-strato-
spheric temperature increase of 4.6 ± 2.7 °C per degree of 
surface cooling achieved through SAI. This range in stratospheric 
warming may arise not only from differences in the simulated size 
distributions but also from different radiative approaches across 
models, as well as from differences in the radiative effects of af-
fected chemical species such as ozone and water vapor (Visioni 
et al., 2021b).

Several robust effects have been identified to result from 
SAI-induced stratospheric heating (Figure 6-9). The updraft 
in the tropics is reduced below the injection locations and in-
creased above the injection locations (Pitari et al., 2014; Tilmes 
et al., 2017; Franke et al., 2021). The reduced updraft of ozone-
poor air from the troposphere below the injection location drives 
an increase in ozone in the lower tropical stratosphere (Tilmes et 
al., 2009). The resulting decrease in the temperature gradient 
between the tropics and mid-latitudes above the subtropical jet 

produces a weakening in the subtropical jets and a weakening 
of the Eliassen-Palm (EP) flux divergence (which is caused by 
changes in large-scale planetary waves) at the top the subtropical 
jets (Tilmes et al., 2017; Franke et al., 2021). These changes are 
expected consequences of a weakening of the Hadley cell and 
a reduction in residual vertical velocity (w⋆) below the injection 
altitude. The simulated increase in momentum deposition in the 
middle and high latitudes is in accordance with the acceleration 
of the BDC and the strengthening of the polar jet streams in winter 
and spring of each hemisphere. A cooler polar vortex is expect-
ed to increase heterogeneous reactions and therefore ozone 
depletion.

The stratospheric heating perturbation and resulting effects 
depend on the horizontal and vertical extent of the aerosol layer 
and on details of the aerosol distribution (e.g., Richter et al., 2017; 
Tilmes et al., 2017). For example, injections at higher altitudes re-
sult in a stronger and cooler polar vortex than injections at lower 
altitudes, but there is a greater increase in horizontal transport 

Figure 6-9. (top) Dependence of strato-
spheric temperature anomalies on an in-
crease in global stratospheric AOD pro-
duced by the injection of sulfate, from 
simulations across different models. For 
all simulations, stratospheric AOD is cal-
culated as a global annual mean, and 
stratospheric temperature anomalies are 
annual means calculated between 20°N 
and 20°S and between 30 and 100 hPa. 
Both values are the difference between 
the SAI experiment and the baseline ex-
periment with the same GHG emissions. 
Circles represent differences between 
the G6sulfur and SSP5-8.5 simulations 
(Visioni et al., 2021a), and triangles rep-
resent differences between the GLENS 
SAI and RCP8.5 simulations (Tilmes et 
al., 2018a). A five-year running mean 
has been applied to the values. (middle) 
Dynamical changes in the stratosphere 
resulting from stratospheric heating. 
(bottom) Changes in ozone produced 
as a direct or indirect consequence of 
stratospheric heating.
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from the tropics to the high latitudes in the low-altitude injection 
case. Furthermore, equatorial injections have been shown to re-
sult in larger tropical stratospheric heating than extra-equatorial 
injections (Kravitz et al., 2019). 

6.3.2.2 Effects on the Quasi-Biennial Oscillation
The heating of the lower stratosphere caused by SAI would 

modify the thermal heat balance and produce a stronger re-
sidual vertical advection of zonal momentum. The changes in 
stratospheric temperature consequently modify zonal winds, 
and this effect weakens the downwelling propagation of winds 
in the Quasi-Biennial Oscillation (QBO) and ultimately lead to a 
prolonged westerly phase of the QBO (Franke et al., 2021). This 
effect would be relevant for ozone, as the QBO phase influences 
the stratospheric transport of chemical species (Niemeier and 
Schmidt, 2017). This mechanism, first theorized by Aquila et al. 
(2014), has been further confirmed in successive studies (Jones 
et al., 2016a; Niemeier et al., 2020; Franke et al., 2021; Jones 
et al., 2021, 2022) for equatorial injections. However, the simu-
lated magnitude of the changes to the QBO period depends on 
the amount of injection, with notable inter-model differences: for 
instance, simulations with CESM1(WACCM) required only 4 Tg 
S yr–1 to lock the QBO in a permanent westerly phase, whereas 
twice as much was needed in simulations with the ECHAM model 
(Niemeier et al., 2020).

A recent assessment of six of the models participating in the 

GeoMIP G6sulfur experiment shows significant variability in the 
fidelity of the representation of the QBO even without SAI pertur-
bations. It also shows a large model range in the amount of SO2 
injection  at which the QBO phase becomes locked in a perma-
nent westerly phase (Jones et al., 2022). The impact of equatorial 
injections of stratospheric aerosols is strongly dependent on the 
degree of aerosol absorption and hence stratospheric heating 
rates (Jones et al., 2016a; Haywood et al., 2022). However, for in-
jections poleward of the inner tropics, which results in  less local-
ized tropical stratospheric heating, multiple models have simulat-
ed minor or no disruption of the QBO phase (Richter et al., 2017, 
2018; Kravitz et al., 2019; Franke et al., 2021). Inter-model differ-
ences in the projections of the QBO behavior therefore strongly 
depend on model specifics: increasing the model vertical and 
horizontal resolution results in stronger tropical confinement of 
air masses, which impacts the simulated QBO phase (Niemeier 
et al., 2020). In addition, differences in the description of chem-
istry matters. SAI simulations with interactive ozone result in re-
duced stratospheric ozone production compared to simulations 
with fixed ozone. The resulting differences in the longwave and 
shortwave heating impact the QBO differently, which is assumed 
to be the reason for mainly westerly jets in a simulation with fixed 
ozone, and easterly jets in a simulation with interactive ozone 
(Richter et al., 2017; Franke et al., 2021). Changes in the QBO 
can also impact the transport of ozone, as a westerly phase of the 
QBO is associated with increased tropical confinement of air in 
the stratosphere (Niemeier and Schmidt, 2017). The importance 

Injection Details Summary of Findings Implications for Ozone

Sensitivity to increasing 
injection rates

Increasing sulfur dioxide (SO2) injection rates lead to a sublin-
ear increase of the aerosol burden due to the microphysical 
growth of the resulting aerosol particles. Dynamical changes 
from differences in stratospheric heating also contribute to 
nonlinear changes in transport (Kravitz et al., 2019).

Small injections are more efficient at increasing SAD than larger ones and 
therefore have a relatively stronger impact on ozone. The start of SAI can lead 
to an abrupt decrease in Southern Hemisphere (SH) polar ozone (Tilmes et al., 
2021). Larger injections increase aerosol size and the heating of the tropical 
lower stratosphere and induce stronger effects on dynamics.

Sensitivity to injection 
altitudes

Injections at higher altitudes in general result in a higher 
aerosol burden and are therefore more efficient in terms of 
producing surface cooling. Lower-altitude applications may 
require significantly more mass to be injected. However, in 
some cases additional factors may cause the opposite result 
(see Table 6-1).

Injections at lower altitudes within the stratosphere result in stronger strato-
spheric heating and a greater water vapor increase than high-altitude injec-
tions. Transport changes from the equator to the poles are stronger for low-alti-
tude injection cases, resulting in an increase of ozone in high latitudes in winter 
(Tilmes et al., 2017, 2021).

Sensitivity to single versus 
multiple injection points  

Longitudinal band injections result in larger particles and re-
duce the aerosol burden and therefore the efficiency of SAI 
compared to point injections (Section 6.2.3.4). Effects on 
aerosol burden of distributing the injection across a broader 
latitudinal area are mixed across models.

Smaller particles with point injections result in larger SAD with stronger ozone 
depletion compared to regional or longitudinal band injections. However, oth-
er factors, including changes in aerosol mass and resulting dynamical changes, 
can result in an increase in ozone, which is model dependent and can also de-
pend on the injection material (Figure 6-11).

Sensitivity to the injection 
latitude

Injections in the tropics, but away from the equator (i.e., 
15°N/S) have higher forcing efficiency than injections at the 
equator and can result in more spatially uniform surface cool-
ing and fewer side effects. 

Equatorial injections lead to enhanced stratospheric heating and therefore 
a greater water vapor increase and a stronger SH polar vortex (Visioni et al., 
2020b). This results in larger polar ozone depletion than for injections away 
from the equator (Tilmes et al., 2021). 

Gaseous versus particu-
late injection

Sulfuric acid (H2SO4) injections increase the radiative effica-
cy, defined as the radiative forcing per unit of sulfur injection, 
relative to SO2 injection. This is due to the production of 
smaller particles that scatter light more efficiently and have 
a longer lifetime.

H2SO4 injections lead to a very similar pattern of ozone impact as SO2 injec-
tions. However, ozone depletion is 10–20% greater using H2SO4 due to larger 
sulfate aerosol burdens, smaller mean particle size, and consequently larger 
SAD throughout the stratosphere (Weisenstein et al., 2022). The need for a 
smaller injection mass to obtain a similar amount of radiative forcing may off-
set this, which means that for a given forcing, the two may have similar ozone 
impacts.

Sensitivity to injection 
timing

Pulse injections or selected seasonal injections improve the 
efficiency of SO2 injections. 

An increased SAD burden during spring would result in larger ozone depletion 
at high latitudes. On the other hand, the need for a smaller injected mass to 
obtain a similar amount of radiative forcing results in fewer changes to ozone 
(Visioni et al., 2019; Visioni et al., 2020a). The start date of SAI matters for 
ozone, due to the projected changes in the halogen and nitrogen content in 
the future, which influence ozone loss.

Table 6-2. Summary of different injection parameters that affect ozone changes in the stratosphere. All rows except the first discuss 
differences based on the injection of the same quantity of material.
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Figure 6-10. (top) Ozone concentration changes due to a reduction of the solar constant required to reduce the global, annual 
average surface temperature from that in the RCP8.5 scenario in the 2070–2090 period to that in the 2010–2030 period. (mid-
dle) Ozone concentration changes due to a reduction of the solar constant and an imposed stratospheric heating equivalent to 
that which would be produced by the aerosols in the simulations shown in the bottom panel. (bottom) Ozone concentration 
changes due to an increase in stratospheric sulfate aerosols at a concentration required to reduce the global, annual average 
surface temperature from that under the RCP8.5 scenario in the 2070–2090 period to that in the 2010–2030 period. The dashed 
black lines represent the tropopause height in RCP8.5 (2070–2090), and the continuous black lines represent the tropopause 
height in the geoengineering experiment. Hatched areas indicate regions where the differences are not statistically different 
from zero. [Adapted from Visioni et al., 2021b.]

of these effects depends on specifics of the injection locations 
and the potential breakdown of the QBO (Jones et al., 2022).

6.3.3 Combined Effects of Chemistry and 
Dynamical Changes with SAI on Stratospheric 
Ozone

Combined changes in chemical production rates, vertical 
and horizontal transport, and circulation influence the overall 
changes of stratospheric ozone concentration and therefore total 

column ozone (TCO). As outlined above and in Sections 6.2.1 and 
6.2.2, changes in transport are more strongly influenced by the 
spatial distribution of sulfate mass, while chemical changes are 
more strongly influenced by the distribution of aerosol surface 
area density. Both depend on the details of the injection strategy 
and may scale differently (for instance, depending on latitude) 
with the injection amount (Section 6.2). In general, in the SH 
polar regions, ozone is largely controlled by chemical changes, 
particularly during winter and spring, resulting in reductions in 
ozone. Chemical changes are also important in the upper tropical 
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stratosphere and mid-latitudes as a result of the reduced reactive 
nitrogen cycle.

Contrasting ozone changes across simulations that include 
different processes reveal the importance of the effects of sulfate 
aerosols on chemistry and transport. In Figure 6-10, changes 
in ozone are contrasted in three different model experiments. 
The first experiment is a simulation with solar dimming only (top 
panel), the second includes solar dimming and an imposed 
stratospheric heating effect by sulfate aerosols but does not in-
clude other effects of the aerosols (middle panel), and the third 
simulates the addition of sulfate aerosols and therefore includes 
both the heating and chemical effects of the aerosols (bottom 
panel; Visioni et al., 2021b). These experiments are compared 
to control simulations without perturbation. Simulations of solar 
dimming show a limited effect on annually averaged ozone 
concentrations, with some increase in ozone due to the cooling 
produced by the reduced solar constant. In the simulations rep-
resenting aerosol effects, shifts in the aerosol distribution to one 
hemisphere (e.g., in the Northern Hemisphere, in the example 
in Figure 6-10) result in an uneven interhemispheric change in 
ozone. Heating-induced transport changes are most important 
in the tropics and the lowermost stratosphere outside the polar 
vortex. An increase in ozone in the lower tropical stratosphere is 
the result of reduced upwelling below the injections and is due 
to cooler temperatures in the troposphere. A decrease in ozone 
in the middle stratosphere is a result of stronger upwelling above 
the injection locations. Furthermore, increases in ozone at mid- to 
high latitudes are the result of stronger horizontal exchange to-
ward the poles. In summary, the changes in ozone concentration 
depend strongly on the region (latitude) and season and result 
from both chemical and dynamical influences of increased strato-
spheric aerosols with SAI.

6.3.4 Response of Ozone to Different SAI 
Injection Strategies

Ozone concentration changes discussed in Section 6.3.3 are 
shown for one specific injection strategy. However, details of the 

magnitude of the changes in chemistry and transport depend also 
on the specifics of the injection strategy and therefore the details 
of the simulated aerosol distribution (Section 6.2.3). A summary of 
the relationship between specifics of the injection strategy and re-
sponses to ozone concentrations based on single model studies 
is presented in Table 6-2.

Simulated ozone responses to SAI can vary with both injec-
tion strategy and model (Weisenstein et al., 2022). Responses to 
SAI are isolated by using fixed sea surface temperatures (averaged 
over 1988–2007) and fixed greenhouse gases and chlorofluoro-
carbons (from 2040) in all model experiments shown in Figure 
6-11. Here, the same injection strategies are applied in two mod-
els, including simulations that injected sulfur at two grid points 
(30°N and 30°S) and at 20 km altitude, simulations that injected 
in a region (multiple grid points) between 30°N and 30°S and 
between 19 and 21 km altitude, and simulations that injected sul-
fur in the form of SO2 or as accumulation-mode H2SO4 aerosols. 
All the simulations indicate a consistent response of TCO to SAI, 
with less TCO reduction in the tropics and more TCO reduction 
in mid- to high latitudes for two-point injections versus regional 
injections. A stronger TCO reduction occurs if using H2SO4 versus 
SO2 injections due to a larger resulting sulfate aerosol burden. 
However, some differences between the SAI response on TCO 
occur, with the largest disagreement at high latitudes.

6.4 SCENARIO DEPENDENCIES OF SAI ON 
TOTAL COLUMN OZONE AND OTHER SIDE 
EFFECTS AND RISKS

The impact of stratospheric aerosol injection (SAI) on total 
column ozone (TCO) in an SAI scenario is the result of changes in 
both heterogeneous chemistry (through changes in surface area 
density [SAD]) and dynamics (including transport, temperature, 
and water vapor changes; Section 6.3). A strong dependency 
of reductions in TCO and SAD exists during the Antarctic ozone 
hole season, which is strongly chemically controlled (Tilmes et 
al., 2020). However, changes in SAD are nonlinearly dependent 

Figure 6-11. Simulated changes in stratospheric total column ozone from simulations in two models (CESM2(WACCM) and SO-
COL-AER) with different aerosol microphysics and horizontal and vertical resolutions. Results are shown for different injection 
materials (gaseous SO2 [left] and accumulation mode AM-H2SO4 [right]) and injection locations (two-point, 30°N and 30°S, 20 
km altitude; regional, from 30°N to 30°S, 19–21 km altitude). [From Weisenstein et al., 2022.]
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on the sulfur injection amount. The initial commencement of in-
jections produces smaller aerosol diameters and thus relatively 
larger SAD per unit of mass than those from continued and larger 
injections (Section 6.2). The impact of changes in SAD on TCO 
also differs with region and season and is dependent on the asso-
ciated emissions scenarios, because their effects depend on the 
concentrations of halogens, nitrous oxide, methane, and other 
constituents (Chapter 7). For example, declining stratospheric 
halogens in a model simulation with fixed annual amounts of sul-
fur injected between 2020 and 2070 lead to a decline in global 
TCO depletion during the 50 years of the experiment (Pitari et al., 
2014; Xia et al., 2017). 

While global and annually averaged changes in TCO per 
SAI injection amount for simulated future scenarios have been 
reported (e.g., Pitari et al., 2014; Weisenstein et al., 2015; Xia et 
al., 2017), simple measures do not reflect large seasonal and lati-
tudinal ozone changes that can cancel each other out if averaged 
annually and globally. It is therefore more meaningful to report 

TCO changes with SAI as a function of season and for different 
regions, as done here.

Finally, conclusions on whether side effects may outweigh 
benefits under future SAI scenarios cannot be drawn by isolat-
ing any one aspect of the impacts of SAI (e.g., on stratospheric 
ozone). A more holistic assessment of the major benefits, impacts, 
and risks of different SAI implementation scenarios and strategies 
beyond their impact on stratospheric ozone is therefore required 
and assessed in Section 6.4.2.

6.4.1 SAI Response of Total Column Ozone in 
Different 21st-Century Scenarios

We assess the impacts of SAI on TCO using three SAI sce-
narios (peakshaving, strong SAI, and medium SAI; Section 6.1.3.1) 
based on recent modeling studies that include interactive aero-
sols and chemistry in the stratosphere. Simulations following the 
peakshaving and strong SAI scenarios (Tilmes et al., 2020) are 

Peakshaving 
(Four-Point)  

Minus Baseline 
(DU)

Strong SAI  
(Four-Point) 

Minus Baseline 
(DU)

Medium SAI 
(EQ) 

Minus Baseline 
(DU)

Peakshaving 
(Four-Point) 

Minus Baseline 
(DU)

Strong SAI 
(Four-Point) 

Minus Baseline 
(DU)

Medium SAI 
(EQ) 

Minus Baseline 
(DU)

2030–2039
0.5 °C cooling

2030–2039
0.5 °C cooling

2030–2039
0.2 °C cooling

2080–2099
1.5 °C cooling

2080–2099
~4 °C cooling

2080–2099
1.8 °C cooling

SH Pole (October)

WACCM (RCP) –64 ± 10 –61 ± 10

WACCM6 (SSP) –52 ± 13 –52 ± 13 –17 ± 9 –7 ± 13 –48 ± 10 –31 ± 4

CNRM-ESM2-1 –1 ± 8 –17 ± 10

UKESM1-0-LL 1 ± 4 –8 ± 4

NH Pole (March)

WACCM (RCP) –22 ± 21 4 ± 20

WACCM6 (SSP) –13 ± 10 –13 ± 10 2 ± 9 3 ± 20 –8 ± 21 6 ± 7

CNRM-ESM2-1 (–22 ± 14)* 7 ± 21

UKESM1-0-LL –5 ± 18 7 ± 9

Mid-latitudes (NH January)

WACCM (RCP) –7 ± 4 14 ± 8

WACCM6 (SSP) 1 ± 7 1 ± 7 4 ± 2 0 ± 7 6 ± 11 16 ± 6

CNRM-ESM2-1 0 ± 1  18 ± 3

UKESM1-0-LLl –1 ± 2  14 ± 4

Tropics

WACCM (RCP) –1 ± 2 9 ± 2

WACCM6 (SSP) –1 ± 2 –1 ± 2 1 ± 1 4 ± 1 8 ± 2 4 ± 1

CNRM-ESM2-1 0 ± 1   2 ± 1

UKESM1-0-LL –1 ± 2 –3 ± 1

*This value is not shown in Figure 6-12 because changes in TCO in this simulation are not due to injections of sulfur, which started around 2040 in this model (for more 
details, see Tilmes et al., 2022).

Table 6-3. Change in total column ozone between future scenarios with SAI and without SAI between the periods 2030–2039 and 
2080–2099 for different sets of model experiments (see text for more information). Ranges given are the standard deviation of the 
ensemble/multi-model mean annual value for the selected 10 years and for different regions and seasons: tropics (20°N–20°S), 
January averages for NH mid-latitudes (40–60°N), and polar latitudes over the NH (60–90°N) in March and over the SH (60–90°S) 
in October. “EQ” represents equatorial injections and “Four Point” refers to four-point injections. Bold numbers indicate significant 
changes in TCO.
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performed with CESM2(WACCM6) using four-point injections 
at ~5 km above the tropopause with SSP5-8.5 and SSP5-3.4OS 
as the baseline scenarios. The strong SAI scenario has also been 
performed with CESM1(WACCM) as part of GLENS using the 
RCP8.5 baseline scenario. In both cases, injection rates per loca-
tion were determined using a feedback control algorithm (Box 
6-2). For the medium SAI scenario, we assess multi-model results 
based on three Earth system models (ESMs). The different ESMs 
used a similar injection strategy in a region around the equator, 
with one model (CESM2(WACCM6)) injecting at 5 km above the 
tropopause and the other two models (CNRM-ESM2-1, UKESM1-
0-LL) at 1 km above the tropopause (Visioni et al., 2021a; Tilmes 
et al., 2022) but only two (CESM2(WACCM6) and UKESM1-0-LL) 
included interactive stratosphere aerosols, and one (CNRM-
ESM2-1) used prescribed aerosol radiative properties. While 
there are additional differences in the specifics of the models, 
including chemistry and physics, some robust conclusions on the 
effects of SAI on TCO can be drawn, as summarized in Table 6-3 
and Figure 6-12. 

For comparisons of the different experiments (and models), 
four selected cases (regions and seasons) of interest are de-
fined: the tropics (20°N–20°S), January averages for Northern 

Hemisphere (NH) mid-latitudes (40–60°N), and polar lati-
tudes over the NH (60–90°N) in March and over the Southern 
Hemisphere (SH) (60–90°S) in October. Table 6-3 and Figure 
6-12 show differences in TCO for these cases in comparison to 
their respective baseline scenarios during the same period. Since 
changes are not linear with time, we illustrate different time peri-
ods: one in the near future (2030–2039 average) and one toward 
the end of the 21st century (2080–2099 average). To contrast dif-
ferences in TCO evolution for the peakshaving and the strong SAI 
scenarios, we illustrate the TCO evolution (Figure 6-13) and dif-
ferences with and without SAI (Figure 6-14) for the same model 
version CESM2(WACCM6) and the same injection strategy. 
Differences between three models for the medium SAI scenario 
are illustrated in Figure 6-15.

6.4.1.1 Changes in SH Spring Polar TCO
In the polar regions, particularly during austral winter and 

spring, chemical ozone depletion is the dominant process, while 
transport is important for ozone impacts in other seasons. In ad-
dition, changes in the strength of the polar vortex and resulting 
cooler temperatures can play an important role in the effects 
of SAI on column ozone (Section 6.3). The magnitude of ozone 

Figure 6-12. Bar chart of the TCO changes given in Table 6-3.
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depletion is therefore strongly driven by the abundance of halo-
gens in the stratosphere and changes in SAD. This can be seen 
in two features of past ozone trends: After 1980, Antarctic TCO 
exhibited a strong decline of over 80 DU (consistent with Figure 
4-4), driven by increasing halogen concentrations. After the 
Mount Pinatubo eruption in 1991, and the associated increase in 
aerosol SAD, ozone decreased by a further 40–60 DU within the 
next five years (Figure 6-13, left top).

The reduction of the stratospheric halogen burden and 
changes in SAD also play a role in the projected future impacts 
under the peakshaving, medium and strong SAI scenarios. The 
gradual phasing in of sulfur injections in all three scenarios increas-
es SAD quickly during the first 10 years, then moderately thereaf-
ter. This leads to a rather abrupt initial deepening of the Antarctic 
ozone hole, which is stronger under the peakshaving and strong 
SAI scenarios (following the same scenario until 2040) than under 

Figure 6-13. Simulated impacts on TCO in different latitude bands and seasons (rows), relative to the 2015–2025 TCO average, 
for the past (historical; left column) and projected for the peakshaving (middle column) and strong (right column) SAI scenarios. 
The ensemble means are shown for the baseline scenario (black) with standard deviation (gray shading) and for the SAI experi-
ments (blue) with the standard deviation (light blue shading) based on simulations with CESM2(WACCM6) using SSP5-3.4-OS 
and SSP5-8.5 for the baseline scenarios, against which the peakshaving and strong SAI scenarios are compared, respectively. 
Black horizontal lines indicate the 2020 values and gray lines the 1980 values, based on the model simulations. In the historical 
TCO panels, a three-year running mean has been applied to the TCO observations from the Solar Backscatter Ultraviolet (SBUV) 
Merged Ozone Data Set (Frith et al., 2017; purple symbols) to facilitate comparison with the ensemble mean of the control sim-
ulation. 
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Figure 6-14. Ensemble mean differences in TCO between simulations that include SAI (in the peakshaving [orange] and strong 
[black] SAI scenarios) and TCO in the baseline simulation (no SAI), for different regions and seasons (different panels), as shown in 
Figure 6-13. A running mean of three years has been applied to the differences. 

the medium SAI scenario (Figures 6-14 and 6-15). In the SH aus-
tral spring, for the peakshaving and strong SAI scenarios the initial 
ramp-up of the injections to cool 0.5 °C in 20 years leads to ozone 
depletion in 2030–2039 of 52 ± 13 DU in the CESM2(WACCM6) 
simulations and 64 ± 10 DU in the CESM1(WACCM) simulations. 
This results in an average depletion of 58 ± 20 DU, when account-
ing for additional uncertainties driven by the injection strategy 
(see below).  Here, SAI is simulated to start in 2020, and the re-
sulting TCO depletion in this early period is nearly as strong as 
was observed during the historic period with the deepest ozone 
holes. Injections in later years are likely to have a smaller effect 
because of the expected decline in the stratospheric halogen 
burden with time (see Chapter 7 and Figure 7-7).

Reductions in TCO in SH austral spring are less strong for 
the medium SAI scenario because of a smaller required cool-
ing in this experiment of about 0.2 °C for the first 20 years and 
smaller required SAI injections compared to the peakshaving 
and strong scenarios (Figure 6-15). The decline in TCO over SH 
Antarctic spring between 2030 and 2039 is only present in the 
CESM2(WACCM6) simulations (17 ± 9 DU ozone loss). The other 
two models did not require significant sulfur injection during the 
period 2030–2039 in this scenario and therefore did not show 
any ozone loss (see Tilmes et al., 2022, for more details).  

Toward the end of the 21st century (2080–2099), the SH 
Antarctic spring TCO changes differ significantly between the 
three scenarios. For the peakshaving scenario, simulated SH 
polar TCO is reduced by only 7 ± 13 DU compared to the base-
line. For this scenario, the recovery of the ozone hole is therefore 
expected to happen before the end of the 21st century. The strong 

SAI scenario assumes continuously increasing annual sulfur in-
jection rates toward the end of the 21st century and decreasing 
stratospheric halogen content; the net result is that reductions 
in SH polar TCO are essentially the same in 2080–2099 for 
the two model versions (61 ± 10 DU and 48 ± 10) as they are in 
2030–2039 (64 ± 10 DU and 52 ± 13 DU; Table 6.3 and Figure 
6-12). This results in a delay of the ozone recovery, which can 
vary from 25 to over 55 years depending on the injection strategy 
(latitude and altitude of injections, as discussed in Tilmes et al., 
2021).  For the medium SAI scenario, the stronger increase in in-
jected mass toward the end of the century leads to increasing SH 
Antarctic spring ozone loss of up to 31 ± 4 DU in 2080–2099 in 
the CESM2(WACCM6) simulations and between 8 and 17 DU for 
simulations with the other models.

The results presented in this section are specific to the injec-
tion strategy used. Larger ozone loss up to 20 DU has been simu-
lated for equatorial injections (Tilmes et al., 2021). This is because 
equatorial injections result in a more pronounced strengthening 
of the polar vortex and cooler vortex temperatures, as well as 
strongly enhanced stratospheric water vapor compared to four-
point injections outside the equator. Furthermore, the smallest 
reductions in TCO during Antarctic spring (up to 20 DU) are ex-
pected for low-altitude injections, at around 20 km (Tilmes et al., 
2021). Injections of sulfur at lower altitudes result in a shallower 
aerosol distribution than high-altitude injections, and aerosol 
that is more concentrated towards the tropopause. This results in 
changes in the importance of different ozone loss cycles, while 
the resulting increase in stratospheric water vapor increases 
HOx-driven ozone loss cycles. Furthermore, the more-confined 
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Figure 6-15. Differences between the ensemble mean of simulated total column ozone between 2020 and 2100 in the medium 
SAI scenario and in the baseline simulation (SSP5-8.5 with no SAI), for runs using the three different models (colored lines) and for 
four different seasons and regions (different panels). [From Tilmes et al., 2022.]

heating at the tropical tropopause in the low-altitude injection 
simulation induces a stronger transport of ozone toward mid- and 
high latitudes, which counters the larger reduction of net chemi-
cal ozone production rates.

6.4.1.2 Changes in NH Spring Polar Total 
Column Ozone

The strength and temperature of the Arctic polar vortex var-
ies strongly from year to year. For the NH polar region in March, 
cooler winters can result in a stronger reduction in TCO in the 
polar vortex with increased SAD, relative to that in warmer win-
ters (Tilmes et al., 2008). Changes in TCO in the NH polar region 
are therefore more strongly driven by transport changes than 
are changes in TCO at SH high latitudes. NH polar spring TCO 
reductions reached 50 DU between 1990 and 2000 based on 
observations using a three-year running mean. This is comparable 
to the ensemble mean of the model simulations (Figure 6-13). 
The large variability of Arctic ozone loss depending on the me-
teorological situation is not reflected in the monthly-mean zon-
al-average analyses. Much smaller reductions in NH polar spring 
TCO are projected for 2030–2039 in the three SAI scenarios 
considered here, with reductions of 13 ± 10 DU and 22 ± 21 DU 
in the peakshaving and strong SAI scenarios (where ranges reflect 
differences across model versions), for both the peakshaving and 
strong SAI scenarios (Table 6-3 and Figure 6-12). TCO changes 
in the medium SAI scenario relative to the baseline scenario vary 

in the sign and so are not significant (Tilmes et al., 2022). Toward 
the end of the century, changes in TCO are not statistically signifi-
cant for any of the three SAI scenarios. As for the historical period, 
ensemble means of monthly and zonally averaged TCO values 
over 63–90°N, as are shown here, do not reflect chemical chang-
es during very cold or warm Arctic winters and therefore may lead 
to an underestimation of regional TCO changes. A more detailed 
investigation of TCO within the polar vortex over the Arctic on an 
annual basis has not been performed at this point. 

6.4.1.3 Changes in Total Column Ozone at NH 
Winter Mid-latitudes

NH mid-latitude winter TCO declined by around 10–20 DU 
between 1980 and the 1990–2000 period in both the observa-
tions and in the model simulations (Figure 6-13). After the year 
2000, the model simulates an increase in TCO, reaching amounts 
close to 1980 values around 2020. Later in the 21st century, with 
a strong future warming scenario the model simulates a super-re-
covery of ozone at mid- to high latitudes during NH winter due 
to stratospheric cooling and GHG-induced increases in down-
welling of the Brewer-Dobson circulation (BDC; Butler et al., 
2016). With SAI, simulations indicate that the lower-stratospheric 
heating and the resulting acceleration of the BDC can result in an 
additional increase in stratospheric ozone and other stratospheric 
trace species, such as nitrous oxide (N2O), chlorofluorocarbons 
(CFCs), and methane (CH4), particularly in the winter and spring of 
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the corresponding hemisphere (Visioni et al., 2017b; Tilmes et al., 
2017). These changes produce a mixed chemical response, with 
a reduction in the net chemical production of ozone in the low-
ermost stratosphere and the upper stratosphere and an increase 
in the mid-stratosphere due to the reduced reactive nitrogen 
cycle. Depending on the injection location, the largest change 
in mid-latitude ozone with SAI was simulated to occur between 
40°N and 60°N in January (Tilmes et al., 2018b).

Changes in the first 20 years of the SAI applications in NH 
winter mid-latitudes in January are, for the most part, not signifi-
cant. Toward the end of the 21st century, 2080–2099, the strong 
SAI scenario simulated using CESM2(WACCM6) and the medium 
SAI scenario simulated using all three models produce a signif-
icant increase in TCO, of between 14 and 18 DU (Tilmes et al., 
2022). Considering different strategies for the strong SAI scenar-
io, the largest and earliest simulated increase in TCO compared 
to baseline conditions was found for the equatorial injections 
(Tilmes et al., 2021).

6.4.1.4 Changes in Total Column Ozone in the 
Tropics

In the tropics, TCO declined from 1980 values between 
1990 and 2000, with a maximum reduction of around 5 DU, and 
increased again thereafter to reach 1980 values around 2020. 
Future scenarios without SAI show either a decline or an increase 
in tropical TCO depending on the scenario (Keeble et al., 2021). 
Changes in TCO in the tropics with SAI result from a combination 
of increases and decreases in ozone concentration at different 
altitudes, depending on the chemical and dynamical changes 
(Section 6.3). In the earlier years of simulated SAI implementation 
(2030–2039), none of the three selected SAI scenarios indicate 
significant changes in tropical TCO. However, toward the end of 
the 21st century, significant increases in TCO are simulated for the 
peakshaving (4 ± 1 DU) and strong (9 ± 2 DU) SAI scenarios. The 
three different models used for the medium SAI scenario show 
a mixed signal, leading to no changes in the multi-model mean 
tropical TCO. Increases in ozone in the tropical mid-stratosphere 
are more pronounced with increasing injection amounts, while 
chemical reductions due to the HOx and ClOx cycles are more 
pronounced during the beginning of the injections. The largest 
increase in TCO is projected for a high-altitude injection case, 
consistent with an aerosol distribution that reaches higher in al-
titude and therefore has a larger chemical production of ozone 
through the nitrogen cycle (Tilmes et al., 2021).

6.4.2 Other Impacts and Risks Based on 
Different SAI Scenarios

The intended benefits expected from SAI are the reduction 
or stabilization of global and regional surface temperatures and, 
consequently, a reduction in climate change impacts. Model sim-
ulations uniformly demonstrate that solar dimming reduces glob-
al mean temperatures and therefore can counter surface warming 
under a range of different future scenarios (Figure 6-16; e.g., 
Govindasamy and Caldeira, 2000; Kravitz et al., 2013, 2021). 
Depending on the strategies used to reach specific surface tem-
perature targets (Box 6-2), the benefits of SAI-induced cooling 
include reducing changes in extreme heat and rainfall events 
(Curry et al., 2014; Muthyala et al., 2018a, 2018b; Bhowmick et 
al., 2021). The reduction in extreme precipitation with SAI (Ji et 
al., 2018) has been shown to result in reductions in flood risks in 

most of the regions of the globe (Wei et al., 2018). Other benefits 
include the recovery of sea ice (Jones et al., 2018; Kravitz, 2020), 
and land ice area (by maintaining the ice sheet surface mass bal-
ance; Tilmes et al., 2020); an increase in ocean net primary pro-
ductivity (Tilmes et al., 2020); and a decrease in the frequency 
of extreme storms in the North Atlantic and heatwaves in Europe 
(Jones et al., 2018). 

In addition to these benefits, there are various unintended 
side effects (e.g., Robock et al., 2008a; Robock et al., 2020) be-
yond changes in ozone (Sections 6.3 and 6.4.1). Some of these 
side effects increase with SAI amount, including an overcompen-
sating reduction in global precipitation compared to the baseline 
scenarios with increasing greenhouse gas warming. We note 
that global precipitation is only one measure for changes in the 
hydrological cycle, and other measures including evaporation 
and soil moisture should also be considered for detailed climate 
impact assessments. Figure 6-16 shows the effects of applying 
SAI to different future scenarios with the objective of maintaining 
temperatures at or below 1.5 °C above preindustrial conditions, 
based on GHG scenarios ranging from strong mitigation to mod-
erate mitigation, delayed mitigation, and no mitigation (Jones et 
al., 2018; Tilmes et al., 2020). The strongest reductions in global 
mean precipitation were simulated for the no-mitigation scenario 
coupled with strong SAI, while no significant precipitation chang-
es occurred in the simulations where there is strong mitigation of 
GHG emissions and only a small amount of SAI is needed to keep 
temperatures from rising above the 1.5 °C limit (Figure 6-16). 
There are also various other plausible future SAI scenarios that 
have been discussed in the literature but are not discussed here. 
Other risks, including the termination effect (see below), also 
strongly increase with injection amount and therefore the cool-
ing amount imposed with SAI. Other side effects, such as ocean 
acidification and impacts on land primary productivity, strongly 
depend on the GHG emissions scenario, while the selected SAI 
scenario affects these measures only to a small degree.

In the following, we give a brief overview of other side ef-
fects and risks beyond the effects on ozone. The list below is not 
intended to be comprehensive or exhaustive, as there are other 
risks and consequences besides those detailed here that are be-
yond the scope of this assessment. 

The following are side effects of significant (climate chang-
ing) solar radiation modification (SRM) that are independent of 
the SRM strategy or approach that would be used (e.g., strato-
spheric aerosol injection, marine cloud brightening, or cirrus 
cloud thinning). These risks scale with the amount of SRM applied 
and hence depend on the specifics of the SRM scenario.

•	 Termination risk: If any significant SRM application was sud-
denly terminated, the Earth’s climate would rebound to the 
baseline climate within a matter of years, and this could result 
in unprecedented rates of climate change (e.g., Jones et al., 
2013). This could have severe consequences, such as warm-
ing rates beyond the adaptive capacity of vulnerable ecosys-
tems (Trisos et al., 2018). However, a slower ramp-down or a 
continuation of SRM shortly after a sudden termination could 
potentially prevent these effects (Parker and Irvine, 2018).

•	 Risks of uneven inter-hemispheric SRM applications: 
SRM, if applied largely unevenly to the two hemispheres or ap-
plied in only one hemisphere, would introduce an inter-hemi-
spheric cooling gradient across the equator. The resulting 
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cross-equatorial energy and moisture transport (Hwang and 
Frierson, 2013; Stephens et al., 2016; Hawcroft et al., 2017) 
would shift the intertropical convergence zone (ITCZ) toward 
the (relatively) warmer hemisphere and therefore change the 
rainfall pattern (e.g., Caldeira and Wood, 2008; Robock et 
al., 2008b; Haywood et al., 2013; Jones et al., 2017). Such 
impacts have been observed after high-latitude explosive vol-
canic eruptions that preferentially load the stratosphere in one 
hemisphere (e.g., Oman et al., 2006; Jones et al., 2017).

•	 Ocean acidification: Ocean acidification, which is induced 
by high CO2 concentrations, cannot be mitigated significantly 
by SRM (Matthews and Turner, 2009). Coral bleaching, which 
is more strongly dependent on ocean temperatures than on 
ocean acidity, does appear to be somewhat mitigated by SRM 
(Kwiatkowski et al., 2015). 

•	 Sea level rise: Stabilizing global mean temperature through 
SRM would substantially reduce sea level rise in the future 
(Irvine et al., 2017). However, keeping sea surface tempera-
tures from rising does not completely offset the deep ocean 
heat uptake, which causes the net downwelling radiative flux 
at the top of the atmosphere to remain positive (Jones et al., 
2018; Fasullo et al., 2018); thus, stabilizing global sea level 
rise would require overcooling the Earth system (Irvine et al., 
2018). 

The following are side effects and risks that are specific to 
global solar dimming or SAI, although some similar changes may 
also apply to other SRM methods:

•	 Impacts on the hydrological cycle: Solar dimming weak-
ens the hydrological cycle (Tilmes et al., 2013; Niemeier et 

Figure 6-16. Global mean surface temperature anomaly in (a) global warming simulations and (b) corresponding simulations in 
which SAI is applied to maintain temperature at 1.5 °C above preindustrial levels, and (c, d) the equivalent global mean precip-
itation time series. “No mitigation / strong SAI” refers to the average of the RCP8.5 / GEO-8.5 simulations of Jones et al. (2018) 
and the SSP5-8.5 / SSP5-8.5 1.5 simulations of Tilmes et al. (2020). “Delayed mitigation / peakshaving” refers to the SSP-3.4-OS 
/ SSP-3.4-OS 1.5 simulations of Tilmes et al. (2020). “Moderate mitigation / moderate SAI” and “strong mitigation / minimum 
SAI” refer to the RCP4.5 / GEO-4.5 and RCP2.6 / GEO-2.6 simulations of Jones et al. (2018), respectively. The baseline periods 
are RCP8.5 2020–2030 for Jones et al. (2018) and SSP5-8.5 2015–2025 for Tilmes et al. (2020), or approximately the decade 
in which the Paris threshold of preindustrial temperature +1.5 °C is exceeded in the respective climate model. All time series are 
smoothed by five-year running means.
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(b) Temperature anomaly
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al., 2013; Fyfe et al., 2013; Ferraro et al., 2014), consistent 
with observations after volcanic eruptions (Trenberth and Dai, 
2007). Using SAI may amplify this effect, especially if strongly 
absorbing aerosols are used (Ferraro et al., 2014; Visioni et 
al., 2021b; Haywood et al., 2022). Following a strong SAI 
scenario, an increase in global precipitation in the baseline 
scenario would be increasingly overcompensated by the 
growing amount of aerosol injection needed to compensate 
for GHG warming, as demonstrated in two independent 
model studies (Figure 6-16; Jones et al., 2018; Tilmes et al., 
2020). This can result in reductions in rainfall and a weaken-
ing of monsoonal precipitation in some regions (Simpson et 
al., 2019). On the other hand, the precipitation increases in a 
low-forcing GHG scenario without SAI would be reversed to 
close to present-day conditions if a peakshaving SAI scenario 
were applied.

•	 Tropospheric circulation and regional climate: SAI using 
sulfate aerosols weakens storm tracks due to induced changes 
in the latitudinal temperature and humidity gradients, forcing 
a poleward shift of the storm tracks. This effect predominant-
ly impacts the Northern Hemisphere (Gertler et al., 2020). 
Stratospheric heating using sulfate SAI can induce a positive 
anomaly of the North Atlantic Oscillation (NAO) during the 
Northern Hemisphere winter season and a winter warming 
over Eurasia, with associated increased rainfall in northern 
Europe and decreased rainfall in southern Europe (Banerjee 
et al., 2021; Jones et al., 2022). In addition, surface winds im-
posed by changes in stratospheric dynamics can change the 
upwelling of warm waters around Antarctica, thereby impact-
ing the surface climate (McCusker et al., 2015).  

•	 Impacts on acid rain: Aerosols (and precursors) injected 
into the stratosphere inevitably deposit back to the surface. 
Depending on the material injected (e.g., SO2) this could 
contribute to acidification of precipitation. Even for the strong 
SAI scenario using sulfate, SAI would not significantly increase 
the amount of sulfate deposited over polluted regions on a 
decadal scale compared to current anthropogenic emissions 
of SO2. However, more pristine areas at high latitudes may see 
significant increases in sulfate deposition (Kravitz et al., 2009; 
Visioni et al., 2020c). The effects of other aerosols (Section 
6.5) that could potentially be used for SAI have not been 
investigated.

•	 Impacts on tropospheric ozone: Solar dimming applied 
to offset the effects of increasing GHG concentrations can 
lead to an increase in surface ozone due to the increase in 
stratospheric ozone from both the increasing GHGs, reduc-
tions in sunlight, and reductions in stratospheric water vapor 
(Nowack et al., 2016). On the other hand, SAI can lead to a 
reduction in global tropospheric and surface ozone, due to 
the decrease in stratosphere-troposphere exchange of ozone 
(if stratospheric ozone depletion has increased) and reduced 
tropospheric ozone production based on the ozone-destroy-
ing hydrogen cycle. The decrease in surface ozone may lead 
to a reduction in associated mortality (Nowack et al., 2016; 
Xia et al., 2017; Eastham et al., 2018). 

•	 Impacts on vegetation and crops: Solar dimming experi-
ments have shown that reduced surface heat stress from SRM-
induced cooling can combine with the fertilization effect of 
increased CO2 concentrations to lead to a reduction in some 
negative impacts of climate change on crops and vegetation 

(Xia et al., 2014; Glienke et al., 2015; Fan et al., 2021). In addi-
tion to the beneficial impact on crops from enhanced photo-
synthesis from higher CO2 concentrations, SAI may enhance 
the terrestrial photosynthesis rate by increasing the ratio of 
direct to diffuse radiation at the surface (Xia et al., 2016, 2017; 
Cao, 2018), although the magnitude of this positive climate 
response is contested (Proctor et al., 2018).

•	 Impact on surface ultraviolet (UV) and visible radia-
tion: Studies that have investigated the impact of SAI on UV 
irradiance at the surface have found little change in UV in the 
tropics and mid-latitudes and an increase in UV in polar re-
gions (e.g., Tilmes et al., 2012, Pitari et al., 2014; Visioni et 
al., 2017). These impacts are due to the combined impacts of 
increases in ozone concentrations and the strong scattering 
of UV radiation back to space from the aerosol at tropical and 
mid-latitudes and ozone depletion at polar latitudes. The sub-
stantial increase of stratospheric aerosol for a strong SAI sce-
nario towards the end of the 21st century has been simulated 
to result in a significant reduction of UV (around 20–30%) in 
the subtropics and higher latitudes compared to present day 
(Madronich et al., 2019). A simultaneous decrease in the bio-
logically active irradiances for DNA damage by 25–33% was 
modelled, with comparable contributions from the effects of 
the aerosol scattering of UV radiation and of ozone recovery. 
On the other hand, the photosynthetically active radiation 
(PAR), which is mainly affected by the changes in diffuse-direct 
ratio of radiation, shows an increase of up 35–40% in high 
northern latitudes.

6.5 ALTERNATIVE SAI MATERIALS  

The impact of sulfuric acid aerosol on stratospheric ozone 
results from its physical and chemical properties, i.e., its bulk 
complex refractive index, aerosol size distribution, and the chem-
ical composition of the aerosol surface. Alternative materials 
with different properties could reduce ozone loss resulting from 
heterogeneous chemistry or from the dynamical response due 
to heating from absorption of solar and terrestrial radiation. The 
heating and resulting dynamical response depend on material 
bulk properties that can be observationally constrained with rea-
sonable confidence. The heterogeneous chemistry responsible 
for activating halogen species and converting nitrogen oxides 
(NOx) to nitric acid (HNO3) depends on details of the surface 
composition and associated chemical mechanisms. Laboratory 
studies of these properties are challenging, and the large uncer-
tainty is due to an imperfect understanding of the evolution of 
the surfaces of alternative materials over stratospheric lifetimes. 
Coatings of candidate aerosol particles by sulfuric acid and re-
actions with sulfuric acid, nitric acid, or hydrogen chloride may 
significantly impact the aerosol chemical and optical properties 
(e.g., Tang et al., 2014; Dai et al., 2020).

Alternative materials can potentially reduce impacts on 
stratospheric ozone, but uncertainty in their net radiative and 
chemical properties (or impacts) is currently considerable com-
pared to that for sulfate (Section 6.3). The properties of sulfates 
and their impacts are comparatively well studied, and processes 
are more or less comprehensively included as a key stratospheric 
aerosol component in climate models, owing to the necessity of 
quantifying the periodic cooling from explosive volcanic erup-
tions (Section 6.2.2.1). Simulations of the impacts of stratospheric 
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sulfate perturbations have been benchmarked against a relatively 
large set of observations and measurements (Section 6.6), provid-
ing more confidence in their representation than in any alternative 
materials. This section provides an assessment of the limited num-
ber of studies that have investigated alternative particles and how 
they might impact stratospheric heating rates, dynamics, and het-
erogeneous chemistry.

6.5.1 Motivation 
Many materials, especially solid ones, do not have acidic 

or water-containing surfaces and thus do not have the same 
ozone-depleting surface heterogeneous chemical reactions as 
sulfate. The impacts of these particles on ozone will differ owing 
to different surface properties (e.g., their catalytic activity, hygro-
scopicity, pH, surface roughness, and the degree to which they 
become coated with naturally occurring sulfate) and how these 
vary over stratospheric lifetimes. There is little information on 
these properties for alternative materials. The bulk optical prop-
erties of numerous materials exhibit negligible absorption of solar 
or terrestrial radiation. Many, such as silicon carbide, alumina, and 
calcite, have other promising qualities, e.g., non-toxicity or ease 
of production at low costs. Few materials are truly transparent 
to terrestrial radiation in the atmospheric window; diamond is a 
notable exception. Some absorb only in the longwave infrared or 
in the terrestrial radiation spectral regions that coincide with ab-
sorption bands of other atmospheric constituents, which reduces 
their impact on stratospheric heating. These include alumina, 
calcite, zirconia, and titania (both rutile and anatase polymorphs), 
but titania is a well-known photocatalyst with strong ultraviolet 
absorption in the visible (UV-VIS). There is consensus that using 
pure materials with well-characterized optical properties and little 
absorption would reduce the dynamical response caused by the 
heating in the lowermost tropical stratosphere with sulfate aero-
sols, and with that the effects on stratospheric ozone would be re-
duced. However, additional complications of these materials can 
include toxicity; formation of coatings, as these aerosols mix with 
stratospheric aerosols from natural sources; and potential impacts 
on cirrus clouds. Such complexities have not yet been adequately 
addressed in the scientific literature.  

While there are few studies on the impacts of alternative 
materials on ozone and certainly no complete treatment within 
climate models, an increasing number of studies are focusing on 
some aspect of alternative materials within the context of strato-
spheric climate intervention (Ferraro et al., 2011, 2012; Pope et 
al., 2012; Weisenstein et al., 2015; Jones et al., 2016a; Keith et al., 
2016; Dykema et al., 2016; Moon et al., 2018 Cziczo et al., 2019; 
Dai et al., 2020; Huynh and McNeill, 2021).

6.5.2 Effects of Different Aerosols on Heat-
ing, Radiation, and Dynamic Response

The optical properties of alternative materials determine the 
radiative forcing they produce, which is central to their efficacy 
for stratospheric climate intervention, as well as how they would 
affect stratospheric heating rates and the resulting dynamical 
responses. Even for alternative particles with no absorption of 
radiation, minor stratospheric heating at altitudes above the 
aerosol results from the increased backscatter of solar UV-Vis ra-
diation, which is then absorbed by ozone and other trace gases. 
This effect is more than an order of magnitude smaller than the 
direct heating from absorption by sulfuric acid aerosols (Dykema 

Figure 6-17. Equilibrium stratospheric heating produced 
by a mass of monodisperse solid aerosols of optimized radii 
sufficient to achieve −1 Wm–2 shortwave radiative forcing. 
The gray bar on the right shows the approximate location of 
the aerosol layer. [Adapted from Dykema et al., 2016.]

et al., 2016). Stratospheric heating and the associated dynamical 
responses result from materials with non-zero imaginary refractive 
indices in the solar UV-Vis (titania) or the atmospheric window in 
the terrestrial IR (sulfuric acid).  

Standalone radiative transfer calculations have been used to 
investigate a range of materials (e.g., Ferraro et al., 2011, 2012; 
Dykema et al., 2016). Figure 6-17 shows the stratospheric tem-
perature change for loadings of some candidate alternative par-
ticles that produce a radiative forcing of –1 Wm–2. The imaginary 
part of the refractive index for sulfate increases significantly at 
wavelengths larger than 1.2 μm, where the incident radiation is 
many orders of magnitude less than at the peak of the solar spec-
trum. However, it still causes significant stratospheric heating. 
Other materials, in particular diamond, have a much smaller effect 
on stratospheric temperature (Dykema et al., 2016).  

Few studies have used general circulation models (GCMs) to 
study the impacts of using alternative materials for SAI. Jones et al. 
(2016a) imposed fixed size distributions for stratospheric aerosols 
within the HadGEM2-CCS climate model and compared the im-
pacts of black carbon and titania to those of sulfate. Both of these 
materials have strong absorption bands in the solar UV-VIS range. 
Black carbon has a very large heating effect in the stratosphere. 
This absorption results in strong stratospheric heating, which is 
shown to result in a rapid collapse of the QBO (Jones et al., 2016a, 
Haywood et al., 2022). Ferraro et al. (2015) performed simula-
tions similar to the G1 GeoMIP simulations, using stratospheric 
aerosol burdens sufficient to offset quadrupled carbon dioxide. 
Their simulations showed that the use of titania and sulfate both 
resulted in a strong intensification of the Northern Hemisphere 
polar vortex and a northward shift of the storm tracks. The heating 
of the tropical tropopause with titania was larger than with sulfate, 
due to the strong UV-VIS absorption of titania compared with 
sulfate (Figure 6-18). Ferraro’s study, however, was highly ideal-
ized, with a very concentrated tropical aerosol layer. Dykema et 
al. (2016) demonstrated that diamond, moissanite (SiC), alumina 
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Figure 6-18. The trade-off between ozone depletion and 
radiative forcing for some alternative geoengineering ma-
terials and for sulfuric acid, based on simulations using the 
AER-2D chemical-transport model. Sulfuric acid is injected 
either as gas-phase SO2 (pink) or 95 nm diameter sulfuric 
acid particles (orange). The blue, green, and red lines cor-
respond to alumina particles with different radii, and the 
dashed lines assume that the fractal aggregates from co-
agulation become compact. For diamond (light green), the 
dotted line assumes that the ClONO2 + HCl reaction does 
not occur (referred to as “no R1”). Generally, smaller parti-
cles result in greater ozone destruction, as their surface area 
for a specific radiative forcing is higher than for larger parti-
cles. The higher real part of the refractive index of diamond 
compared to alumina explains the smaller ozone change per 
radiative forcing compared to the case with the same size 
alumina particles. For both diamond and alumina, scenari-
os exist with lower ozone loss than for SO2 or H2SO4. [From 
Weisenstein et al., 2015.]

(Al2O3), and calcium carbonate (CaCO3) as calcite should have 
greatly reduced dynamical impacts due to less radiative heating 
and thus may be favorable in the trade-off between radiative forc-
ing and dynamical response when compared to sulfate aerosols. 
However, this assumes that the complex refractive indices of the 
aerosols remain unchanged over the stratospheric lifetime of the 
particles, which is not proven, especially for reactive materials 
such as calcium carbonate. Idealized climate model simulations, 
where the absorption from sulfate aerosols is increased in the solar 
spectrum, reveal significantly greater impacts on stratospheric 
heating with resultant strong impacts on the QBO, a strongly en-
hanced positive phase of the North Atlantic Oscillation and the 
associated rainfall patterns, enhanced stratospheric water vapor, 
and a delay in the recovery of the Antarctic ozone hole (Haywood 
et al., 2022).     

In summary, compared to sulfate, the use of non-absorbing 
materials should effectively reduce stratospheric heating and 
associated dynamical responses, which should therefore reduce 
dynamically induced ozone changes. Large uncertainties result 
from 1) lack of confidence in the optical properties of materials 
over stratospheric lifetimes relative to their baseline and/or po-
tentially idealized literature values, 2) limitations in quantitative 
knowledge of absorption coefficients (Dykema et al. 2016), 3) the 
small number of studies investigating dynamical responses with 
alternative materials, and 4) uncertainties in the potential impacts 
of different materials on other aspects of the climate system such 
as on cirrus clouds (Cziczo et al., 2019).

6.5.3 Chemical Effects on Ozone Using 
Alternative Materials

Sensitivity studies using a chemical-transport model indi-
cate that non-absorbing materials such as diamond and alumina 
may greatly reduce stratospheric ozone loss compared to sulfate 
(Weisenstein et al., 2015; Figure 6-18).

Laboratory studies have found high uptake coefficients for 
the HCl + ClONO2 reaction, together with reduced hydrolysis 
of nitrogen pentoxide (N2O5) for alumina compared to sulfuric 
acid (H2SO4) (e.g., Molina et al. (1997). Chlorine nitrate (ClONO2) 
reactivity has been studied on titania at room temperature but 
without the addition of hydrogen chloride (HCl) or hypochlorous 
acid (HOCl) (which would both be present in the stratosphere), 
so the utility of the studies is limited (Tang et al., 2016). Similarly, 
N2O5 and hydroperoxy radical (HO2) uptake on titania have been 
studied only at room temperature (Tang et al., 2014; Moon et al., 
2018), with the latter study concluding that the uptake of HO2 
radicals on titania likely is too slow to impact ozone chemistry. The 
implications of the difference in heterogeneous chemistry of alu-
mina compared to sulfuric acid remain uncertain.

Hypothetically, calcium carbonate stratospheric aerosol 
could increase ozone concentrations based on the potential rapid 
uptake of HCl and HNO3 by calcium carbonate particles, chang-
ing the sign of the trade-off between radiative forcing and ozone 
present for sulfate (Keith et al., 2016). However, HNO3 and HCl 
chemistry on calcium carbonate at room temperature suggest 
only moderate uptake rates. In addition, initial uptake rates of HCl 
and HNO3 on calcium carbonate are low and decrease further 
via passivation under stratospheric conditions; i.e., there is rapid 
formation of a non-reactive surface layer that greatly slows down 
further reaction (Dai et al., 2020). Observed uptake coefficients 

orders of magnitude higher than those determined by Dai et al. 
(2020) were found at stratospheric temperatures (Huynh and 
McNeill, 2021), but the degree of passivation after HCl exposure, 
which determines the actual stratospheric reactivity, could not be 
determined.

The AER-2D model that includes the calcium carbonate 
chemistry of Dai et al. (2020) shows a small amount of ozone de-
pletion (Figure 6-19, solid green line), in contrast to an enhance-
ment in ozone at most latitudes when passivation is not accounted 
for (Figure 6-19, solid magenta line). In addition to the reactions 
studied in the lab by Dai et al. (2020; included in the solid lines in 
Figure 6-19), reactions involving ClONO2 + HCl and ClONO2 + 
HOCl would also affect ozone (green and magenta dashed lines 
in Figure 6-19). There is very limited understanding of this mate-
rial under stratospheric conditions, so the rates of these unmea-
sured chlorine reactions, and additional currently unknown reac-
tions, could have other potentially significant impacts on ozone, 
especially over the Antarctic regions (Figure 6-19). There are few 
experiments for how alternative materials could affect chemistry 
under more extreme polar vortex conditions. This complexity and 
the large number of heterogeneous surface reactions that are 
possible and the reactivity of materials such as calcium carbon-
ate, whose surfaces will age and change composition over their 
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stratospheric lifetimes, result in a high degree of uncertainty in the 
direct chemical impact of alternative materials on stratospheric 
ozone.

6.5.4 Paucity of Observations and Limited 
Model Capabilities

Overall, the state of knowledge of the impacts of alternative 
materials on stratospheric ozone is severely limited by a paucity of 
laboratory and field observations, particularly under stratospheric 
conditions. This limitation also has resulted in a very small number 
of modeling studies of alternative materials. Although it is likely 
that materials exist that result in decreased chemical and dynami-
cal impacts on stratospheric ozone, any potential risks and trade-
offs are far from understood.

The impacts of SAI with the injection of alternative materials 
on ozone will depend on a number of additional uncertainties 
and higher-order effects. The coupling of chemistry and dynam-
ics is just as important for alternative materials as it is for sulfate. 
Uncertainties are larger for alternative materials than for sulfate 
due to the much smaller number of studies; in addition, there is 
increased complexity resulting from the addition of a new compo-
nent to the stratospheric composition. Interactions of alternative 
materials with background sulfate have not been quantified and 
could be significant. Unreactive materials such as diamond would 
become coated with sulfuric acid from coagulation and conden-
sation, making them more reactive. Reactive species such as cal-
cium carbonate would interact with sulfuric acid, nitric acid, and 
other constituents, affecting their properties. It is possible that 
coagulation of sulfuric acid particles with unreactive solid parti-
cles results in incomplete coatings. As with tropospheric aerosol 
mixtures, varying degrees of internal and external mixtures of 
composite aerosol particles are likely to be created. This increas-
es the uncertainties in both optical and chemical properties of 

Figure 6-19. The impact on TCO of using calcium carbon-
ate for SAI when considering the laboratory-observed pas-
sivation (green lines) or unpassivated assumption (magenta 
lines). Dashed lines show the relationship when accounting 
for the additional ClONO2 + HCl reaction based on the Mo-
lina et al. (1997) alumina rates. [From Dai et al., 2020, Sup-
plementary Material.] 

such particles and directly impacts the chemical and dynamical 
response of the perturbation. Thus, despite the potential for 
greatly reducing impacts on stratospheric ozone compared to 
sulfate, confidence in how alternative particles would affect the 
stratosphere and ozone, and therefore whether they are prefera-
ble to sulfate, is hindered by significant research gaps.

6.6 VOLCANOES AND PYROCUMULONIM-
BUS AS NATURAL ANALOGS TO SAI

As described in previous sections, ESM simulations show 
large uncertainties with regard to the effects of SAI on radia-
tion, surface temperature, and other impacts, including ozone. 
Reducing these uncertainties would increase confidence in the 
projected impacts under different SAI scenarios and strategies. 
Natural analogs provide a unique opportunity for identifying 
shortcomings in models; these models are the only tools available 
to project future changes under SAI. The majority of coordinated 
ESM modeling experiments for studying the effects of SAI on the 
climate system use stratospheric SO2 injections, thereby parallel-
ing the periodic injections of SO2 by explosive volcanic eruptions 
and their impacts on climate. Satellite measurements of radia-
tive fluxes after the 1991 Mount Pinatubo eruption show a peak 
monthly-mean net top-of-atmosphere radiative flux anomaly be-
tween 60°S and 60°N of around –3 W m–2. For context, by design 
the medium SAI GeoMIP G6sulfur simulations exert a continuous 
radiative forcing of approximately –4 W m–2 at the end of the 21st 

century (Kravitz et al., 2015).

Another natural analog of periodic aerosol injections into the 
stratosphere is when biomass burning creates pyrocumulonim-
bus (pyroCb) events. Such events occur when convection gener-
ated by the fire produces a cumulonimbus cloud that is sufficiently 
vigorous to transport both smoke and moisture into the lower 
stratosphere.

Both explosive volcanic eruptions and pyroCb events pro-
vide opportunities for benchmarking the current generation 
of aerosol and climate models against a wealth of observations 
(Appendix 6A). This includes testing the modeled spatial and 
temporal evolution of the aerosol distribution, microphysical 
properties, effects on radiation, and their impacts on stratospher-
ic ozone. We restrict our assessment to the utility of analogies on 
aerosol microphysical and spatial distributions and their impacts 
on ozone. An assessment of how well the models represent the 
observed impacts of volcanic eruptions on climate impacts—such 
as surface cooling, a spin-down of the hydrological cycle, shifts in 
monsoon precipitation, and influences on key modes of climate 
variability—is provided in Appendix 6A, where the utility of py-
roCb events in assessing models is also discussed.    

6.6.1 Volcanic Eruptions as Analogs for SAI: 
Limitations and Opportunities

Measurements clearly show that large explosive volcanic 
eruptions, such as that of Mount Pinatubo in 1991, can perturb 
stratospheric ozone by increasing aerosol SAD for heterogeneous 
chemistry and catalytic ozone loss cycles, affecting ozone photol-
ysis rates (e.g., Solomon, 1999, and references therein). In addi-
tion, there are indirect effects on ozone resulting from radiative 
heating of the stratosphere and subsequent circulation changes 
caused by the volcanic sulfate aerosol, similar to those described 
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in Sections 6.2 and 6.3. Measurements after volcanic eruptions 
provide an opportunity to benchmark model performance and to 
understand the likely impact of SAI on ozone, because the same 
chemical and radiative heating processes are valid for volcanic 
eruptions and for SAI using SO2 or other sulfate aerosol precur-
sors (Section 6.2). 

Detailed observations of SO2 and resulting sulfate aerosols 
from small-magnitude eruptions between 2008 and 2019 using 
satellites, surface-based sun photometers, and surface-based 
lidars have provided insights into the microphysical evolution of 
stratospheric volcanic aerosols and their impacts on stratospheric 
transport (e.g., Muser et al., 2020; de Leeuw et al., 2021). These 
data have been used to assess and improve the representation of 
sulfur chemistry and microphysics in global climate models (e.g., 
Mills et al., 2016, 2017; Schmidt et al., 2018). 

Measurements and model simulations of volcanic eruptions 
also provide a means for quantifying the expected stratospheric 
ozone changes resulting from SO2 injections (Section 6.2). There 
are, however, clear limits to the analogy of volcanic aerosols 
with SAI, mainly because explosive eruptions produce pulsed 
injections of SO2 into a relatively small area in the stratosphere, 
which contrasts with the continuous, decadal-long injection of 
SO2 in strategically selected locations under most SAI scenarios. 
Continuous SAI applications contrast with the observations of a 
sudden increase in SAD, followed by a slow decline after a volca-
nic eruption. No large-magnitude volcanic eruptions during the 
satellite area have taken place during a very cold Arctic winter; as 
a result, current observations may underestimate the magnitude 
of polar ozone loss that could occur during long-term SAI applica-
tions (Tilmes et al., 2008). A continuously enhanced aerosol layer 
with SAI  would have a longer-term impact on the stratospheric 
circulation than that from volcanic eruptions (see Appendix 6A). 
Other differences include the type of material injected under 
volcanic eruptions—which frequently inject volcanic ash, water 
vapor, and halogens, together with sulfur—and different climate 
response times to pulsed and continuous injections; these factors 
lead to differences in the ozone and climate response between 
volcanic eruptions and SAI (e.g., MacMynowski, et al., 2011; 
Duan et al., 2019). 

In models, the availability of key oxidants such as OH be-
comes limited following volcanic eruptions (Bekki, 1996; Mills et 
al., 2017) due to the injection of large amounts of SO2 into one 
or only a few model grid boxes. This affects the concentration 
and lifetime of SO2, the rate of sulfate aerosol formation, and the 
growth of sulfate aerosol particles. Clyne et al. (2021) show that 
for pulsed SO2 emissions, the injection strategy (i.e., single model 
grid box or along a band of longitudes) and the details of the OH 
chemistry representation (i.e., interactive or prescribed) lead to 
large differences in aerosol lifetime and stratospheric aerosol op-
tical depth (AOD), similar to those across different SAI strategies 
(see Section 6.3). Many of the simulated differences between 
pulsed injections of SO2 from volcanoes and continuous injec-
tions under SAI are caused by nonlinearities in sulfur oxidation 
chemistry and aerosol microphysics; SAI injections would occur 
in an already aerosol-laden atmosphere, which favors condensa-
tion and coagulation over nucleation (e.g., Laakso et al., 2017). 
Model simulations and observations reveal that aerosol disper-
sion during the initial stages of an eruption is strongly influenced 
by injection height and thus local meteorology (e.g., Bourassa et 
al., 2012; Jones et al., 2016b; de Leeuw et al., 2021). On the other 

hand, for continuous SAI, which takes place over several years, 
the interannual differences in the aerosol distribution are small 
and less dependent on initial meteorological conditions (e.g., 
Tilmes et al., 2017; Visioni et al., 2019).

With volcanic eruptions, there are commonly co-emissions 
of species other than sulfur (such as volcanic ash, halogens, and 
water vapor), whereas under SAI this would generally not be the 
case. Many co-emitted species can affect the aerosol lifetime, 
oxidation rates, and radiative heating rates and can cause lofting 
of sulfur species to higher altitudes (Zhu et al., 2020; Muser et 
al., 2020; Niemeier et al., 2020; Kloss et al., 2021; Stenchikov et 
al., 2021). Disentangling and quantifying the effects of co-emitted 
species on sulfate aerosol lifetimes and dispersion in observations 
is difficult. Modeling studies provide indications of the relative 
rate at which different co-emitted species affect heating rates and 
lofting (Muser et al., 2020; Kloss et al., 2021; Stenchikov et al., 
2021). Some volcanic co-emissions such as halogens can also 
directly affect stratospheric ozone under present-day ozone-de-
pleting substance levels, as well as indirectly affect stratospher-
ic heating rates and thus water vapor concentrations (e.g., 
Staunton-Sykes et al., 2021, and references therein). In addition, 
future research may suggest that the optimum SAI strategy is to 
inject H2SO4 instead of SO2 (Section 6.2) or to use a completely 
different substance (Section 6.5), further limiting the analogy be-
tween volcanic eruptions and SAI.

6.6.2 Model Simulations of Volcanic Effects 
on Ozone

Following the June 1991 Mount Pinatubo eruption, sat-
ellite and ozonesonde data show a loss of ozone in the lower 
stratosphere, particularly in winter and spring in polar regions 
between 1991 and 1993 (e.g., Grant et al., 1992; Randel et al., 
1995; Chapters 3 and 4). Total column ozone was reduced by 
up to 8% in the first month after the eruption in the tropics and 
by up to 10% in the Northern Hemisphere. Ozone depletion in 
the aerosol plume was much higher, reaching around 20% at 
altitudes between 24 km and 25 km (McCormick et al., 1995). 
In the mid-latitudes of the Southern Hemisphere, increases in 
total column ozone of up to 10 DU were observed in the middle 
stratosphere between July and December 1991, likely caused by 
both chemical and dynamical changes (e.g., Koike et al., 1994; 
Van Roozendael et al., 1997). Recent modeling studies suggest 
that the volcanically induced dynamical perturbation played 
a key role in transporting ozone from the tropics to the extra-
tropics of the Southern Hemisphere, thus explaining the lack of 
ozone depletion there (Pitari and Mancini, 2002; Poberaj et al., 
2011; Aquila et al., 2013; Dhomse et al., 2014). The same mod-
eling studies suggest that after about six months heterogeneous 
chemical ozone loss dominates, with additive effects of the initial 
dynamical perturbation and the chemical perturbation due to the 
volcanic aerosols. Following the eruption of Mount Pinatubo, a 
maximum decrease in total column nitrogen dioxide (NO2) of 
about 35% in both the Arctic and at mid-latitudes in January 1992 
is evident, with a recovery to background values by August 1995 
(Van Roozendael et al. 1997). Maximum reductions in local NO2 
concentrations of up to 60% were measured in the lower strato-
sphere at around 22 km altitude in summer 1992 (Johnston et 
al., 1992; Van Roozendael et al., 1997; Danilin et al., 1999) and 
correlated well with the 40-fold (or more) increase in the aero-
sol SAD (Thomason et al., 1997). Similar measurements exist for 
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nitric oxide (NO), suggesting a role for nitrogen pentoxide (N2O5) 
hydrolysis with increasing SAD, which has been found in various 
model studies applying SAI.

Studies that isolate the effect of increased volcanic aerosol 
find good correlation between modeled SAD and observed 
ozone depletion (Wilka et al., 2018); these increases in SAD are 
associated with large- and small-magnitude volcanic eruptions, 
suggesting that heterogeneous chemistry was the primary driv-
er of increased ozone loss between 1980 and 2014 (when hal-
ogen stratospheric concentrations were high). The 1991 Mount 
Pinatubo eruption, which caused the largest observed polar 
ozone perturbation to date, did not emit significant amounts of 
chlorine or other halogen compounds that could have catalyzed 
ozone loss. Measurements after the 1982 El Chichón eruption 
support the same mechanisms for ozone loss, with increases in 
aerosol SAD of up to 50 μm2 cm–3 at mid-latitudes between 18 
km and 20 km in early 1983 (Hofmann and Solomon, 1989). In 
this case, the eruption might have injected HCl into the strato-
sphere, with observed column HCl enhancements above 12 km 
altitude between 22°N and 35°N on the order of 40% in the first 

six months post-eruption (Mankin and Coffey, 1984). This would 
have amplified the catalytic depletion of total column ozone, 
which reached more than 10% after the eruption (Hofmann and 
Solomon, 1989). The difference in Figure 6-20 between the 
blue and the orange curves, which show the evolution of ozone 
in a model simulation with and without volcanic aerosols, respec-
tively, supports this view. The aerosol-free simulation shows no 
increase in the rate of ozone depletion above the overall trend 
in the years affected by the 1991 Mount Pinatubo eruption and a 
significantly decreased effect in the years affected by the 1982 El 
Chichón eruption.

Measurements and modeling studies show that since the 
1991 Mount Pinatubo eruption, a series of small-magnitude erup-
tions have contributed to polar ozone depletion in Antarctica 
(Figure 6-21; Solomon et al., 2016; Wilka et al., 2018; Stone et 
al., 2017; Zhu et al., 2018). Measurements show that in 2015, 
the Antarctic ozone hole was particularly large and long-lasting, 
which in models and observations has been attributed to the ex-
istence of a very cold and undisrupted stratospheric polar vortex 
combined with the impacts of the April 2015 Calbuco eruption 

Figure 6-20. (top) Time series of model-simulated three-year running mean of 60°N–60°S total column ozone anomalies with 
respect to 1998 values from 1979 to 2014 with gas-phase, Vol-Clean, and Chem-Dyn-Vol runs shown as green, orange, and 
blue solid lines, respectively. The Chem-Dyn-Vol run includes full chemistry, specified dynamics, and volcanic aerosols taken 
from the Neely and Schmidt (2016) database; the Vol-Clean run has no volcanic aerosols but all other processes; and the gas-
phase run turns off all heterogeneous chemistry. Solar Backscatter Ultraviolet and National Institute of Water and Atmospheric 
Research-Bodeker Scientific total column ozone data are shown by the black line with circles and the purple line with squares, re-
spectively. Grey triangles at the bottom indicate volcanic eruptions, with the larger triangles indicating eruptions of Volcanic Ex-
plosivity Index 5 and 6. (bottom) Time series of anomalies in global mean total column ozone and their respective linear fits for the 
periods 1979–1998 (left) and 1999–2014 (right). [From Wilka et al., 2018, with fit parameters given in Table 1 of that publication.]
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in Chile (Chapter 4; Solomon et al., 2016; Wilka et al., 2018; 
Stone et al., 2017; Zhu et al., 2018; Rieger et al., 2021). Based 
on observations and model simulations, Berthet et al. (2017) 
show that after the 2009 Sarychev eruption, NO2 was depleted 
to a similar degree as following the 1991 Mount Pinatubo erup-
tion, but ozone loss was relatively limited at 16 km and smaller in 
magnitude than during Pinatubo by at least a factor of 10. These 
observations and model simulations provide useful guidance on 
the expected effects of SAI on ozone and indicate that even small 
aerosol injections, as during the onset period of SAI, can have a 
significant impact on ozone.

6.6.3 Model Simulations of Volcanic Aerosol 
Properties 

Most Earth system models participating in the CMIP6 model 
intercomparison used in the latest IPCC assessment (Lee et al., 
2021) use prescribed stratospheric volcanic aerosol datasets 
derived either from observations (e.g., Thomason et al., 2018; 
Kovilakam et al., 2020) or a blend of observations and models 
(Arfeuille et al., 2014). Model intercomparisons conducted under 
CMIP6 and dedicated to volcanic eruptions, such as the Volcanic 
Forcings Model Intercomparison Project (VolMIP), stipulate a 

Figure 6-21. Model-calculated percentage changes in ozone concentrations in Antarctica (63–90°S) due to a series of small-mag-
nitude volcanic eruptions. Tropical eruptions are shown at the bottom and higher-latitude eruptions at the top. Abbreviations: 
An, Anatahan; Ca, Calbuco; Ch, Chaitén; Ke, Kelut; Ll, Llaima; Ma, Manam; Me, Merapi; Na, Nabro; NS, Negra Sierra; PC, Puye-
hue-Cordón Caulle; PF, Piton de la Fournaise; Ra, Rabaul (also referred to as Tavurvur); Ru, Ruang; Rv, Reventador; SA, Sangeang 
Api; SH, Soufrière Hills. [From Solomon et al., 2016.] 

Figure 6-22. Comparison of satellite-based (blue line) and model-simulated (solid black line: including volcanic SO2 emissions; 
dashed black line: omitting volcanic SO2 emissions) monthly global mean stratospheric aerosol optical depth (SAOD) at 550 nm. 
[From Schmidt et al., 2018.]  
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standardized protocol whereby prescribed aerosol datasets are 
used to ensure that the spatial distribution of aerosols is consis-
tent. This allows quantification of model uncertainty in the re-
sponse of ozone and climate to a volcanic forcing (Zanchettin et 
al., 2016) without confounding issues arising from, for example, 
differences in the implementation of volcanic emissions (Clyne et 
al., 2021).

Models with interactive aerosol and chemistry schemes 
use volcanic SO2 emissions as input. Figure 6-21 shows that cli-
mate models with detailed aerosol and sulfur chemistry schemes 
nudged to meteorological reanalyses can simulate stratospheric 
AOD under volcanically quiescent and perturbed conditions and 
are in good agreement with satellite-based measurements (Mills 
et al., 2016; Schmidt et al., 2018). After the two recent large 
volcanic eruptions of El Chichón in 1982 and Mount Pinatubo in 
1991, models reveal that between 2005 and 2014, a series of 
small-magnitude eruptions doubled the total stratospheric AOD 
compared to volcanically quite periods (Figure 6-22; Kovilakam 
et al., 2020; Schmidt et al., 2018; Thomason et al., 2018; Mills et 
al., 2016).

Figure 6-23. Ensemble averaged, global mean stratospher-
ic AOD (at 550 nm) as simulated for an 1815 Mount Tambo-
ra–type eruption emitting 60 Tg of SO2, using different mod-
els. The black line is the mean of the CESM-WACCM (blue), 
UM-UKCA (purple), SOCOL-AER point (light green), MAE-
CHAM5-HAM point (gold), LMDZ-S3A band (dark brown), 
and EVA (red) models. Results for the SOCOL-AER band and 
MAECHAM5-HAM band models using different injection 
approaches are shown in dark green and orange, respec-
tively. The vertical dotted line marks the date of injection of 
SO2, which is slightly offset from the zero AOD in the mod-
els due to the temporal resolution of the model output and 
curve smoothing. [From Clyne et al., 2021.]

No direct measurements exist for larger SO2 perturbations, 
and confidence in interactive sulfate aerosol and sulfur chemistry 
schemes is much lower for SO2 injections greater than 10–20 Tg 
of SO2. For example, for very-large-magnitude eruptions emitting 
60 Tg of SO2 (which is representative of the 1815 Mount Tambora 
eruption), a model intercomparison reveals large inter-model dif-
ferences in the simulated magnitude of the volcanic forcing and 
surface temperature response, despite the models using the same 
eruption source parameters (Zanchettin et al., 2016). Clyne et al. 
(2021) show that for eruptions emitting 60 Tg of SO2, the magni-
tude and timing of the peak in global mean stratospheric aerosol 
optical depth and effective radius differ substantially across simu-
lations (Figure 6-23). Such emissions levels are extremely large 
compared to those under the peakshaving and medium SAI sce-
narios and are at the extreme end of strong SAI scenario.

Recent studies also suggest that there is uncertainty in the ef-
fective radiative forcing diagnosed in models for large explosive 
eruptions such as Mount Pinatubo in 1991. Rapid adjustments 
and the cloud response to a volcanic forcing are particularly large 
sources of this uncertainty (e.g., Gregory et al., 2016; Marshall et 
al., 2020; Schmidt et al., 2018). There is also substantial uncertain-
ty in the stratospheric heating rates and the subsequent dynami-
cal response simulated in models following explosive eruptions 
(e.g., Driscoll et al., 2012; Zambri et al., 2017), as also reflected 
in SAI simulations (Figure 6-9). Uncertainties in heating rates and 
dynamical responses have implications for the hemispheric distri-
bution of the sulfate aerosols, which in turn affects ozone chemis-
try (e.g., as discussed in Aquila et al., 2013, for Mount Pinatubo). 

Model configuration and model specifics such as the verti-
cal resolution in the stratosphere and the details of the radiative 
transfer scheme affect the magnitude of the diagnosed volcanic 
forcing, which is also the case for SAI studies (Section 6.2.2). 
Although no systematic uncertainty assessment has been carried 
out to date, Hansen et al. (2002) estimate that these model un-
certainties equate to uncertainties in radiative forcing of between 
15% and 50%, depending on the eruption specifics. Many of the 
discrepancies have common causes and can largely be explained 
either by missing first-order model physics, chemistry, or other 
processes (Clyne et al., 2021). As in SAI simulations, the use of 
sectional versus modal aerosol schemes can have a very large ef-
fect on the results (e.g., English et al., 2013; Laakso et al., 2021). 

Overall and despite limitations, volcanic eruptions offer 
an opportunity to benchmark current-generation aerosol and 
climate models against a wealth of observations. In particular, 
small-magnitude volcanic eruptions that have occurred over the 
satellite era have the benefit of a greater number of higher-quali-
ty observations and can be used for refining emissions estimates 
and injection altitudes (e.g., de Leeuw et al., 2021) and for de-
tailed assessment of the performance of models with respect to 
their predicted effects on ozone, as well as the temporal and spa-
tial evolution of both SO2 and the resulting sulfate aerosol plume 
(e.g., Haywood et al., 2010; Muser et al., 2020). These observa-
tions can help improve our understanding of the underlying phys-
ical and chemical processes, as well as the uncertainties involved 
in SAI proposals.  
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APPENDIX 6A : OBSERVATIONS AND 
VOLCANIC IMPACTS ON CLIMATE

6A.1 OBSERVATIONS

Observational constraints for model simulations of the evo-
lution of stratospheric plumes of SO2 and the resulting sulfate, as 
well as biomass-burning aerosol plumes from pyrocumulonim-
bus, are available from a number of sources. Satellite retrievals 
include estimates of the SO2 injection amounts and altitudes from 
instruments operating in the UV (e.g., TROPOMI) and IR (IASI) 
spectral regions (e.g., Karagulian et al., 2010; Clarisse et al., 
2012; Theys et al., 2017; de Leeuw et al., 2021). 

Once SO2 is oxidized and processed to optically active 
sulfate aerosol, limb-sounding instruments (e.g., SAGE I–III, 
Baumann et al., 2003; OSIRIS, Bourassa et al., 2012; OMPS, 
Kloss et al., 2021) and lidar instruments (e.g., CALIPSO, Vernier 
et al., 2011; CATS, Christian et al., 2019) are able to measure 
the spatial distribution and the altitude of the resulting aerosol 
plume. Detecting sulfate aerosols from traditional nadir-viewing 
instruments operating at visible wavelengths is difficult owing to 
the presence of underlying clouds. Absorbing aerosols can be 
detected using UV wavelengths, as is done for absorbing smoke 
aerosols (e.g., TROPOMI; Torres et al., 2020). Ground-based re-
mote sensing instrumentation also provides essential validation 
for models in the form of lidar systems (e.g., Barnes and Hoffman, 
1997; Chazette et al., 1995) and high-altitude sun-photometer 
sites such as Mauna Loa that are at a sufficiently remote location 
and at a sufficient altitude to be largely uninfluenced by tropo-
spheric aerosols (e.g., Haywood et al., 2010). There are also a 
limited number of recent aerosol observations from routine long-
haul flights of the IAGOS/CARIBIC network that are providing 
new insights into stratospheric aerosol evolution and modeling 
capabilities for both volcanic sulfate and biomass-burning smoke 
in the upper troposphere and lower stratosphere (e.g., Osborne 
et al., 2022). Balloon-borne measurements with optical particle 
counters yield additional high-quality stratospheric aerosol data 
that provide essential information on the microphysical evolution 
of aerosol size distributions (e.g., Deshler et al., 2003).

6A.2 VOLCANIC EFFECTS ON RADIATIVE 
FORCING AND TEMPERATURE

Since 1978, satellite remote sensing has provided mea-
surements of volcanic SO2 emissions from over 1000 volcanic 
eruptions, yielding an average SO2 emissions rate from explosive 
and effusive eruptions of 3 Tg SO2 yr–1 between 1978 and 2021, 
of which an average of about 1 Tg SO2 yr–1 is injected into the 
stratosphere (Carn et al., 2016, 2017). However, there is signifi-
cant interannual variability in the emissions into the stratosphere, 
with some years receiving negligible SO2 from explosive volcanic 
eruptions and others having many times the longer-term mean 
annual injection rate. Between 2008 and 2019, small-magnitude 
eruptions such as those of Kasatochi in 2008 (Kravitz et al., 2010), 

Sarychev in 2009 (Haywood et al., 2010), and Raikoke in 2019 
(Kloss et al., 2021; de Leeuw et al., 2021) have each injected 
around 1.5 Mt of SO2 into the stratosphere.

The sudden increase in stratospheric sulfate aerosol mass 
and number concentration from volcanic SO2 injections changes 
the size distribution of stratospheric aerosols and increases the 
aerosol SAD compared to volcanically quiescent periods. The 
latter largely explains heterogeneous chemistry-induced ozone 
changes, and the nature of the change in the aerosol bulk prop-
erties. In particular, the injected mass and particle size dictate the 
strength of the climate perturbations following eruptions (Pinto et 
al., 1989; Lacis et al., 1992; Timmreck et al., 2010). Compared 
to the volcanically quiescent period prior to the eruption, the 
eruption of Mount Pinatubo in 1991 caused a 60-fold increase 
in the stratospheric sulfate burden (McCormick et al., 1995), an 
increase in particle number concentrations of 2 orders of mag-
nitude (Deshler et al., 2003), and a 40-fold increase in the SAD 
(Thomason et al., 1997). Satellite measurements of radiative flux-
es after the 1991 Mount Pinatubo eruption show a peak monthly 
mean net top-of-atmosphere radiative flux anomaly between 
60°S and 60°N of around –3 W m–2. For context, by design the 
medium SAI GeoMIP G6sulfur simulations exert a continuous ra-
diative forcing of approximately –4 W m–2 at the end of the 21st 

century (Kravitz et al., 2015). Measurements from the period 
of the Mount Pinatubo eruption have been used to test global 
model simulations, revealing reasonable model performance 
(Minnis et al., 1993; Mills et al., 2017; Schmidt et al., 2018). The 
relationship between the mass of SO2 emitted and the resulting 
climate effect are nonlinear (Pinto et al., 1989; Timmreck et al., 
2009) because of a combination of OH radical oxidation chemis-
try limiting H2SO4 vapor production (and thus sulfate aerosol bur-
den) and an enhanced coagulation of numerous small particles 
leading to rapid shifts in the particle size distribution toward very 
large sizes. These findings predated similar findings from SAI cli-
mate intervention strategies (e.g., Section 6.2.3.1) and have been 
key to adjusting modeled emissions scenarios and strategies to 
minimize such impacts (e.g., Section 6.2.3.2).

Analysis of instrumental temperature records, for which 
low-frequency climate variations and the influence of El Niño-
Southern Oscillation (ENSO) have been removed, suggest a max-
imum post-eruption global mean surface cooling of 0.2–0.3 K
when averaged for the eruptions of Krakatau (1883), Santa 
Maria (1902), Katmai (1912), Agung (1963), El Chichón (1982), 
and Pinatubo (1991; Robock and Mao, 1995; Robock, 2000). 
The 1991 Mount Pinatubo and Cerro Hudson eruptions emitted 
approximately 10–15 Tg of SO2 into the stratosphere, which re-
sulted in a peak global mean near-surface cooling of ~0.3–0.5 K
in mid-1992 (e.g., McCormick et al., 1995; Soden et al., 2002; 
Thompson and Solomon, 2009) and a warming of up to 3.5 K in
the tropical  stratosphere (Labitzke, 1994, Labitzke and 
McCormick, 1992). Note that the surface temperature response 



Chapter 6

372

Figure 6A-1. Panels show the evolution of the plume of SO2 from the Sarychev eruption. The column on the left represents ob-
servations from the IASI sensor, while that on the right represents model simulations from the HadGEM2 climate model. [From 
Haywood et al., 2010.]  
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was influenced by the strong El Niño event in 1991–1994 (e.g., 
Lehner et al., 2016) and other dynamical feedbacks (Soden et 
al., 2002). Typically, the surface temperature response over 
land is detectable for two to three years. Using SAI, continuous 
emissions of 8–16 Tg of SO2 yr–1 would be required to cool the 
Earth by 1 K (Section 6.2); it is acknowledged that there are many 
differences in the atmospheric and climatic responses between 
pulse and continuous injections (e.g., Duan et al., 2019). The 
duration, magnitude, and spatial pattern of the surface tempera-
ture response following volcanic eruptions depends on eruption 
characteristics such as the mass of SO2 emitted, eruption season 
and latitude (e.g., Marshall et al., 2020), and local meteorology 
(Jones et al., 2016b) and climatological conditions prior to the 
eruption (e.g., Robock and Mao, 1995). Instrumental records also 
show a warming of the North American and Eurasian continents 
by 2 K or more during the first or second winter after large explo-
sive eruptions (Robock and Mao, 1992), which is consistent with 
a forced positive North Atlantic Oscillation (NAO) response, but 
the magnitude of any causal link and the driving mechanism is still 
debated (Polvani et al., 2019).

6A.3 VOLCANIC EFFECTS ON CLIMATE 
DYNAMICS

Radiative heating of the lowermost tropical stratosphere 
following tropical explosive eruptions leads to an increased me-
ridional temperature gradient and enhanced upwelling in the 
tropical stratosphere, similar to what has been described for SAI 
applications. This leads to enhanced transport of ozone from the 
tropical stratosphere toward higher latitudes (Kinne et al., 1992; 
Tilmes et al., 2004) and a strengthening of the polar vortex (e.g., 
Bittner et al., 2016), which further enhances polar ozone loss. 

Dynamical processes affecting ozone concentrations are 
intertwined with chemical processes in the same regions, and 
they thus potentially mask or enhance some of the chemical 
loss of ozone following an eruption. The QBO and ENSO phase 
contribute to year-to-year variability in stratospheric ozone con-
centrations and further complicate the attribution of individual 
processes to ozone loss (e.g., Telford et al., 2009). Changes in 
stratospheric ozone concentrations at mid-latitudes are closely 
linked to dynamical and radiative perturbations induced by vol-
canic eruptions in modeling studies (e.g., Telford et al., 2009; 
Aquila et al., 2013; Dhomse et al., 2014); this is similar to what 
has been found in SAI modeling studies. In addition, there are 
feedbacks between stratospheric ozone loss and stratospheric 
temperature variability in that stratospheric ozone loss results in 
less UV absorption, which in turn affects the aerosol heating rate 
(Kinne et al., 1992; Rosenfeld et al., 1997). 

Volcanic eruptions can also provide guidance on the spe-
cific SAI deployment strategies and the expected impacts. 
Observations and climate models reveal that volcanic eruptions 
can cause reductions in global precipitation, with complex re-
gional precipitation responses (e.g., Iles et al., 2013; Trenberth 
and Dai, 2007). Such a spin-down of the hydrological cycle is also 
observed in many SAI simulations (e.g., Kravitz et al., 2013). After 
the high-latitude eruption of Katmai (1912), where stratospher-
ic AODs were enhanced in the Northern Hemisphere, models 
simulate a significant shift of rain-bearing clouds associated with 
the intertropical convergence zone (ITCZ) toward the south. Two 
consequences of this shift were observed historic minimum river 

flows in both the Nile and Niger Rivers (e.g., Oman et al., 2006) 
and the lack of any Atlantic hurricanes (Evan, 2012). Such features 
appear to be due to the asymmetry of hemispheric stratospheric 
AODs, and this appears to be well represented in model simula-
tions of both volcanic eruptions and SAI (Haywood et al., 2013; 
Jones et al., 2017). Recognition of these features has contributed 
to efforts to minimize inter-hemispheric temperature gradients in 
SAI strategies (e.g., MacMartin et al., 2014a; Box 6-2).

SAI-induced heating in the lower tropical stratosphere will 
have a long-term effect on stratospheric dynamics (Aquila et 
al., 2014) that does not recover after a few years, as it does for 
volcanic eruptions (Brenna et al., 2021). Effects on the QBO, 
stratospheric water vapor concentrations, and ozone will there-
fore differ in magnitude and longevity between SAI and volca-
nic eruptions. For example, Aquila et al. (2014) and Jones et al. 
(2022) suggest that the QBO phase could be severely disrupted 
and potentially locked into the westerly phase by SAI under medi-
um SAI scenarios, although specific SAI strategies outside of the 
immediate equatorial region have been developed to mitigate 
that effect (Richter et al., 2017, 2018; Kravitz et al., 2019; Franke 
et al., 2021). In models, a positive phase of the NAO and associ-
ated continental winter warming and increased precipitation over 
northern Europe is a robust signal in simulations of SAI (Banerjee 
et al., 2021; Jones et al., 2021, 2022) but not in simulations of vol-
canic eruptions (e.g., Polvani et al., 2019). Continuous decadal-
scale injections of sulfur will lead to a continuous reduction in 
surface warming (or to surface cooling, depending on the SAI 
application), albeit smaller in magnitude than for pulsed volcanic 
SO2 emissions (Duan et al., 2019), while the effects of volcanic 
eruptions are shorter lived.

6A.4  PYROCONVECTION EVENTS AS 
NATURAL ANALOGUES FOR SAI

Extreme wildfires can generate deep thunderstorms (or py-
roCbs), which can inject large amounts of particles, water vapor, 
and other biomass-burning emissions into the stratosphere 
(Fromm et al., 2010). The pyroCb biomass-burning particles, 
which consist of organic carbon, inorganic components, and 
a significant fraction of black carbon (e.g., Wu et al., 2021), are 
transported within the stratosphere and have a residence time of 
months. For example, the stratospheric e-folding residence time 
of the 2017 Pacific Northwest (wildfire) Event (PNE) was about five 
months (Yu et al., 2019). The resulting particles can scatter sunlight 
back to space, absorb solar and terrestrial radiation, and impact 
the chemical and radiative equilibrium in the stratosphere. While 
biomass-burning aerosols have not been suggested as candidate 
SAI particles because of their strong radiative heating (Kravitz et 
al., 2012; Haywood et al., 2022), observations of pyroCb aero-
sols are useful for model evaluation purposes. However, the 
strong radiative heating could potentially be used to loft aerosols 
from the mid-troposphere to the stratosphere. Gao et al. (2021) 
estimate that black carbon with a concentration of 10 microgram 
per cubic meter could be sufficient to loft SAI material from 13.5 
km to ~20 km, utilizing solar absorption and the resulting lofting 
to reach the needed altitudes. 

A number of pyroCb events have been identified and ana-
lyzed using satellite measurements since the year 2000 (Fromm 
et al., 2010). Among them, the 2017 PNE (Peterson et al., 2018; 
Khaykin et al., 2018; Yu et al., 2019; Torres et al., 2020) and the 



Chapter 6

374

2019–2020 Southeast Australia New Year (SEANY; Khaykin et 
al., 2020; Kablick et al., 2020; Kloss et al., 2021; Schwartz et al., 
2020; Yu et al., 2021; Peterson et al., 2021; Rieger et al., 2021; 
Damany-Pearce et al., 2022) events injected the largest amounts 
of biomass-burning aerosols into the stratosphere. The estimated 
mass injected into the stratosphere by the PNE was 0.1–0.3 Tg
(Peterson et al., 2018). Estimates of the injected mass for the 
SEANY event range from 0.2 to 3.1 Tg (Khaykin et al., 2020; Yu 
et al., 2021; Hirsch and Koren, 2020), which is comparable to the 
~1.5 Tg SO2 emissions from the Kasatochi volcano (2008) in the 
Aleutian Islands and the emissions from the Sarychev (2009) and 
Raikoke (2019) volcanic eruptions in the Kuril Islands. The pertur-
bation of the global mean SAOD at mid-visible wavelengths by 
the SEANY biomass-burning particles is close to that from the 
Calbuco (2015) and Raikoke volcano eruptions (Figure 6A-2). 
In each of these cases, the stratospheric AOD perturbation takes 
over one year to return to background values (Khaykin et al., 
2020; Damany-Pearce et al., 2022).

The number and scope of pyroCb modeling studies are rela-
tively limited compared to those for volcanic eruptions. Modeling 
studies (Christan et al., 2019; Yu et al., 2019; Das et al., 2021; Yu 
et al., 2021; Osborne et al., 2022) show that the spatial-temporal 
distributions of the pyroCb biomass-burning particles can gener-
ally be well simulated by operational atmospheric dispersion and 
climate models. These model simulations assume emissions rates 
and use profiles derived from satellite retrievals as constraints 
and have been validated using downstream satellite retrievals, 
surface-based lidar observations, and in situ aircraft observations 
(e.g., Osborne et al., 2022). However, the present pyroCb mod-
eling is far from sufficient for a comprehensive understanding of 
key processes and impacts, based on the following shortcomings.

Remote sensing measurements show that significant 
amounts of water vapor, carbon monoxide, and acetonitrile 
were also lofted into the stratosphere during the SEANY pyroCb 
biomass-burning plumes (Schwartz et al., 2020; Khaykin et al., 
2020). Airborne and balloon-borne in situ measurements of the 
pyroCb biomass-burning plume composition are necessary to 
quantify the emissions, but these measurements are extremely 
rare at present. As a result, the composition and chemical and 

physical properties of the plume and the biomass-burning aero-
sol remain unclear, which prevents a comprehensive understand-
ing of the climate implications of the pyroCb biomass-burning 
particles.

Wildfire-generated pyroconvection transports large amounts 
of aerosols and other biomass-burning emissions into the upper 
troposphere in hours (Peterson et al., 2018). In models, this pro-
cess occurs at the sub-grid scale; convection and thunderstorms 
are usually too small to be fully captured by climate models, which 
typically have a spatial resolution of about 100 kilometers and a 
temporal resolution of about 1 hour. For this reason, in climate 
models (Christan et al., 2019; Yu et al., 2019; Das et al., 2021; 
Yu et al., 2021) pyroCb biomass-burning particles are injected 
directly into the upper troposphere, and the injection height and 
area are approximated using observations from remote sensing a 
day or so after the fire starts.

Measurements and modeling studies suggest that the py-
roCb smoke may significantly affect stratospheric ozone through 
similar heterogeneous reactions on the surface of the volcanic or 
SAI sulfate aerosols (Sections 3.2.1.3 and 4.2.3.2). Recent studies 
have implicated the SEANY fires and the resulting biomass-burn-
ing aerosol particles as a potential contributor to the anomalous-
ly deep and long-lived ozone hole that occurred in 2020 (e.g., 
Rieger et al., 2021; Solomon et al., 2022; Yook et al., 2022; 
Damany-Pearce et al., 2022). Due to insufficient knowledge on 
the heterogeneous reaction rate on the surface of organic aero-
sols, especially those (partly) coated with sulfuric acid, the esti-
mated ozone loss caused by the pyroCb biomass-burning parti-
cles is highly uncertain.

To reproduce these pyroCb events, climate models would 
need to include interactive aerosol-radiation feedbacks, sufficient 
stratospheric chemistry (e.g., heterogeneous chemistry, halogen 
chemistry, etc., which have not been studied for stratospheric 
biomass-burning aerosols), and accurate representation of the 
stratospheric background and volcanic aerosols. The injected 
particles can coagulate and grow in the stratosphere for months, 
and the effective size of the particles can evolve. Consequently, 
the size-evolving related aerosol microphysics needs to be well 
represented in climate models.

Figure 6A-2. (left) Stratospheric AODs from the Southeast Australia fires, compared to those from Raikoke and Ulawan eruptions 
(adapted from Kloss et al., 2021). (right) Stratospheric AOD from the 2017 PNE and 2019–2020 Australian fires, compared to that 
from the 2015 Calbuco and 2019 Raikoke volcanoes. [Adapted from Khaykin et al., 2020.]
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